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Editor’s Preface

On behalf of the Committee, we welcome you to the Computing Conference 2020.
The aim of this conference is to give a platform to researchers with fundamental

contributions and to be a premier venue for industry practitioners to share and
report on up-to-the-minute innovations and developments, to summarize the state
of the art and to exchange ideas and advances in all aspects of computer sciences
and its applications.

For this edition of the conference, we received 514 submissions from 50+
countries around the world. These submissions underwent a double-blind peer
review process. Of those 514 submissions, 160 submissions (including 15 posters)
have been selected to be included in this proceedings. The published proceedings
has been divided into three volumes covering a wide range of conference tracks,
such as technology trends, computing, intelligent systems, machine vision, security,
communication, electronics and e-learning to name a few. In addition to the con-
tributed papers, the conference program included inspiring keynote talks. Their
talks were anticipated to pique the interest of the entire computing audience by their
thought-provoking claims which were streamed live during the conferences. Also,
the authors had very professionally presented their research papers which were
viewed by a large international audience online. All this digital content engaged
significant contemplation and discussions amongst all participants.

Deep appreciation goes to the keynote speakers for sharing their knowledge and
expertise with us and to all the authors who have spent the time and effort to
contribute significantly to this conference. We are also indebted to the Organizing
Committee for their great efforts in ensuring the successful implementation of the
conference. In particular, we would like to thank the Technical Committee for their
constructive and enlightening reviews on the manuscripts in the limited timescale.

We hope that all the participants and the interested readers benefit scientifically
from this book and find it stimulating in the process. We are pleased to present the
proceedings of this conference as its published record.
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Hope to see you in 2021, in our next Computing Conference, with the same
amplitude, focus and determination.

Kohei Arai
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Preventing Neural Network Weight
Stealing via Network Obfuscation

Kálmán Szentannai, Jalal Al-Afandi, and András Horváth(B)

Faculty of Information Technology and Bionics, Peter Pazmany Catholic University,
Práter u. 50/A, Budapest 1083, Hungary

horvath.andras@itk.ppke.hu

Abstract. Deep Neural Networks are robust to minor perturbations of
the learned network parameters and their minor modifications do not
change the overall network response significantly. This allows space for
model stealing, where a malevolent attacker can steal an already trained
network, modify the weights and claim the new network his own intel-
lectual property. In certain cases this can prevent the free distribution
and application of networks in the embedded domain. In this paper, we
propose a method for creating an equivalent version of an already trained
fully connected deep neural network that can prevent network stealing,
namely, it produces the same responses and classification accuracy, but
it is extremely sensitive to weight changes.

Keywords: Neural networks · Networks stealing · Weight stealing ·
Obfuscation

1 Introduction

Deep neural networks are employed in an emerging number of tasks, many of
which were not solvable before with traditional machine learning approaches. In
these structures, expert knowledge which is represented in annotated datasets is
transformed into learned network parameters known as network weights during
training.

Methods, approaches and network architectures are distributed openly in
this community, but most companies protect their data and trained networks
obtained from tremendous amount of working hours annotating datasets and
fine-tuning training parameters.

Model stealing and detection of unauthorized use via stolen weights is a key
challenge of the field as there are techniques (scaling, noising, fine-tuning, distil-
lation) to modify the weights to hide the abuse, while preserving the functionality
and accuracy of the original network. Since networks are trained by stochastic
optimization methods and are initialized with random weights, training on a
dataset might result various different networks with similar accuracy.

There are several existing methods to measure distances between network
weights after these modifications and independent trainings: [1–3] Obfuscation of
c© Springer Nature Switzerland AG 2020
K. Arai et al. (Eds.): SAI 2020, AISC 1230, pp. 1–11, 2020.
https://doi.org/10.1007/978-3-030-52243-8_1
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neural networks was introduced in [4], which showed the viability and importance
of these approaches. In this paper the authors present a method to obfuscate
the architecture, but not the learned network functionality. We would argue that
most ownership concerns are not raised because of network architectures, since
most industrial applications use previously published structures, but because of
network functionality and the learned weights of the network.

Other approaches try to embed additional, hidden information in the network
such as hidden functionalities or non-plausible, predefined answers for previously
selected images (usually referred as watermarks) [5,6]. In case of a stolen network
one can claim ownership of the network by unraveling the hidden functionality,
which can not just be formed randomly in the structure. A good summary com-
paring different watermarking methods and their possible evasions can be found
in [7].

Instead of creating evidence, based on which relation between the original
and the stolen, modified model could be proven, we have developed a method
which generates a completely sensitive and fragile network, which can be freely
shared, since even minor modification of the network weights would drastically
alter the networks response.

In this paper, we present a method which can transform a previously trained
network into a fragile one, by extending the number of neurons in the selected
layers, without changing the response of the network. These transformations can
be applied in an iterative manner on any layer of the network, except the first and
the last layers (since their size is determined by the problem representation). In
Sect. 2 we will first introduce our method and the possible modifications on stolen
networks and in Sect. 3 we will describe our simulations and results. Finally in
Sect. 4 we will conclude our results and describe our planned future work.

2 Mathematical Model of Unrobust Networks

2.1 Fully Connected Layers

In this section we would like to present our method, how a robust network
can be transformed into a non-robust one. We have chosen fully connected net-
works because of their generality and compact mathematical representation.
Fully connected networks are generally applied covering the whole spectrum of
machine learning problems from regression through data generation to classi-
fication problems. The authors can not deny the fact, that in most practical
problems convolutional networks are used, but we would like to emphasize the
following properties of fully connected networks: (1) in those cases when there
is no topographic correlation in the data, fully connected networks are applied
(2) most problems also contain additional fully connected layers after the fea-
ture extraction of the convolutional or residual layers (3) every convolutional
network can be considered as a special case of fully connected ones, where all
weights outside the convolutional kernels are set to zero.

A fully connected deep neural network might consist of several hidden lay-
ers each containing certain number of neurons. Since all layers have the same
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architecture, without the loss of generality, we will focus here only on three con-
secutive layers in the network (i − 1, i and i + 1). We will show how neurons
in layer i can be changed, increasing the number of neurons in this layer and
making the network fragile, meanwhile keeping the functionality of the three
layers intact. We have to emphasize that this method can be applied on any
three layers, including the first and last three layers of the network and also that
it can be applied repeatedly on each layer, still without changing the overall
functionality of the network.

The input of the layer i, the activations of the previous layer (i − 1) can be
noted by the vector xi−1 containing N elements. The weights of the network
are noted by the weight matrix Wi and the bias bi where W is a matrix of
N × K elements, creating a mapping R

N �→ R
K and bi is a vector containing K

elements. The output of layer i, also the input of layer i + 1 can be written as:

xi = φ(WiN×K
xi−1 + bi) (1)

where φ is the activation function of the neurons.
The activations of layer i + 1 can be extended as using Eq. 1:

xi+1 = φ(φ(xWi−1N×K
+ bi−1)WiK×L

+ bi) (2)

Creating a mapping R
N �→ R

L.
One way of identifying a fully connected neural network is to represent it as a

sequence of synaptic weights. Our assumption was that in case of model stealing
certain application of additive noise on the weights would prevent others to reveal
the attacker and conceal thievery. Since fully connected networks are known to be
robust against such modifications, the attacker could use the modified network
with approximately the same classification accuracy. Thus, our goal was to find
a transformation that preserves the loss and accuracy rates of the network, but
introduces a significant decrease in terms of the robustness against parameter
tuning. In case of a three-layered structure one has to preserve the mapping
between the first and third layers (Eq. 2) to keep the functionality of this three
consecutive layers, but the mapping in Eq. 1 (the mapping between the first and
second, or second and third layers), can be changed freely.

Also, our model must rely on an identification mechanism based on a repre-
sentation of the synaptic weights. Therefore, the owner of a network should be
able to verify the ownership based on the representation of the neural network,
examining the average distance between the weights [7].

2.2 Decomposing Neurons

We would like to find such W ′
i−1N×M

and W ′
iM×L

(M ∈ N,M > K) matrices, for
which:

φ(φ(xWi−1N×K
+ bi−1)WiK×L

+ bi)
= φ(φ(xW ′

i−1N×M
+ b′

i−1)W
′
iM×L

+ bi)
(3)
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Considering the linear case when φ(x) = x we obtain the following form:

xWi−1N×K
WiK×L

+ bi−1WiK×L
+ bi

= xW ′
i−1N×M

W ′
iM×L

+ b′
i−1W

′
iM×L

+ bi
(4)

The equation above holds only for the special case of φ(x) = x, however in
most cases nonlinear activation functions are used. We have selected the rectified
linear unit (ReLU) for our investigation (φ(x) = max(0, x)). This non-linearity
consist of two linear parts, which means that a variable could be in a linear
domain of Eq. 3 resulting selected lines of 4 (if x ≥ 0), or the equation system
is independent from the variable if the activation function results a constant
zero (if x ≤ 0). This way ReLU gives a selection of given variables (lines) of 4.
However, applying the ReLU activation function has certain constraints.

Assume, that a neuron with the ReLU activation function should be replaced
by two other neurons. This can be achieved by using an α ∈ (0, 1) multiplier:

φ(
n∑

i=1

W l
jixi + blj) = N l

j (5)

N l
j = αN l

j + (1 − α)N l
j (6)

where αN l
j and (1 − α)N l

j correspond to the activation of the two neurons.
For each of these, the activation would only be positive if the original neuron
had a positive activation, otherwise it would be zero, this means that all the
decomposed neuron must have the same bias.

After decomposing a neuron, it is needed to choose the appropriate weights
on the subsequent layer. A trivial solution is to keep the original synaptic weights
represented by the W

l+1

j column vector. This would lead to the same activation
since

N l
jW

l+1

j = αN l
jW

l+1

j + (1 − α)N l
jW

l+1

j (7)

A fragile network can be created by choosing the same synaptic weights for
the selected two neurons, but it would be easy to spot by the attacker, thus
another solution is needed. In order to find a nontrivial solution we constructed
a linear equation system that can be described by equation system Ap = c,
where A contains the original, already decomposed synaptic weights of the first
layer, meanwhile, p represents the unknown synaptic weights of the subsequent
layer. Vector c contains the corresponding weights from the original network
multiplied together: each element represents the amount of activation related
to one input. Finally the non-trivial solution can be obtained by solving the
following non-homogeneous linear equation system for each output neuron where
index j denotes the output neuron.

⎡
⎢⎢⎢⎢⎢⎢⎣

w1′
11 w1′

21 . . . w1′
m1

w1′
12 w1′

22 . . . w1′
m2

...
...

. . .
...

w1′
1n w1′

2n . . . w1′
mn

b1
′

1 b1
′

2 . . . b1
′

m

⎤
⎥⎥⎥⎥⎥⎥⎦
×

⎡
⎢⎢⎢⎢⎣

w2′
j1

w2′
j2

...

w2′
jm

⎤
⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

∑k
i=1 w

2
jiw

1
i1∑k

i=1 w
2
jiw

1
i2

...∑k
i=1 w

2
jiw

1
ik∑k

i=1 w
2
jib

1
i

⎤
⎥⎥⎥⎥⎥⎥⎦

(8)
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It is important to note, that all the predefined weights on layer l + 1 might
change. In summary, this step can be considered as the replacement of a layer,
changing all synaptic weights connecting from and to this layer, but keeping the
biases of the neurons and the functionality of the network intact.

The only constraint of this method is related to the number of neurons regard-
ing the two consecutive layers. It is known, that for matrix A with the size of
M ×N , equation Ap = c has a solution if and only if rank(A) = rank[A|c] where
[A|c] is the extended matrix. The decomposition of a neuron described in Eq. 7
results in linearly dependent weight vectors on layer l, therefore when solving the
equation system the rank of the matrix A is less than or equal to min(N +1,K).
If the rank is equal to N + 1 (meaning that K ≥ N + 1) then vector c with the
dimension of N +1 would not introduce a new dimension to the subspace defined
by matrix A. However if rank(A) = K (meaning that K ≤ N + 1) then vector
c could extend the subspace defined by A. Therefore, the general condition for
solving the equation system is: K ≥ N + 1.

This shows that one could increase the number of the neurons in a layer,
and divide the weights of the existing neuron in that layer. We have used this
derivation and aim to find a solution of Eq. 7 where the order of magnitudes are
significantly different (in the range of 106) for both the network parameters and
for the eigenvalues of the mapping R

N �→ R
L.

2.3 Introducing Deceptive Neurons

The method described in the previous section results a fragile neural network, but
unfortunately it is not enough to protect the network weights, since an attacker
could identify the decomposed neurons based on their biases or could fit a new
neural network on the functionality implemented by the layer. To prevent this
we will introduce deceptive neurons in layers. The purpose of these neurons is to
have non-zero activation in sum if and only if noise was added to their weights
apart from this all these neurons have to cancel each others effect out in the
network, but not necessarily in a single layer.

The simplest method is to define a neuron with an arbitrary weight and a bias
of an existing neuron resulting a large activation and making a copy of it with
the difference of multiplying the output weights by −1. As a result, these neurons
do not contribute to the functionality of the network. However, adding noise to
the weights of these neurons would have unexpected consequences depending on
the characteristics of the noise, eventually leading to a decrease of classification
accuracy.

One important aspect of this method is to hide the generated neurons and
obfuscate the network to prevent the attacker to easily filter our deceptive neu-
rons in the architecture. Choosing the same weights again on both layers would
be an obvious sign to an attacker, therefore this method should be combined
with decomposition described in Sect. 2.2.

Since decomposition allows the generation of arbitrarily small weights one
can select a suitably small magnitude, which allows the generation of R real
(non deceptive) neurons in the system, and half of their weights (α parameters)
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can be set arbitrarily, meanwhile the other half of the weights will be determined
by Eq. 8. For each real neuron one can generate a number (F ) of fake neurons
forming groups of R number of real and F number of fake neurons. These groups
can be easily identified in the network since all of them will have the same bias,
but the identification of fake and real neurons in a group is non-polynomial.

The efficiency of this method should be measured in the computational com-
plexity of successfully finding two or more corresponding fake neurons having
a total activation of zero in a group. Assuming that only one pair of fake neu-
rons was added to the network, it requires

∑L
i=0

(
Ri+Fi

2

)
steps to successfully

identify the fake neurons, where Ri + Fi denotes the number of neurons in the
corresponding hidden layer, and L is the number of hidden layers. This can be
further increased by decomposing the fake neurons using Eq. 8: in that case the
required number of steps is

∑L
i=0

(
Ri+Fi

d+2

)
, d being the number of extra decom-

posed neurons. This can be maximized if d + 2 = Ri + Fi/2, where i denotes
the layer, where the fake neurons are located. However, this is true only if the
attacker has information about the number of deceptive neurons. Without any
prior knowledge, the attacker has to guess the number of deceptive neurons
as well (0, 1, 2 . . . Ri + Fi − 1) which leads to exponentially increasing computa-
tional time.

3 Experiments

3.1 Simulation of a Simple Network

As a case study we have created a simple fully connected neural network with
three layers, each containing two neurons to present the validity of our approach.
The functionality of the network can be considered as a mapping f : R2 �→ R

2.

w1 =
[

6 −1
−1 7

]
, b1 =

[
1 −5

]
w2 =

[
5 3
9 −1

]
, b2 =

[
7 1

]

We added two neurons to the hidden layer with decomposition, which does
not modify the input and output space and no deceptive neurons were used in
this experiment. After applying the methods described in Sect. 2.1, we obtained
a solution of:

w1 =
[

0.0525 −0.4213 6.0058 −0.5744
−0.0087 2.9688 −0.9991 4.0263

]

b1 =
[
0.0087 −2.1066 1.0009 −2.8722

]

w2 =

⎡

⎢⎢⎣

4.1924e + 03 −5.4065e + 03
−2.3914 7.3381
−3.2266 5.7622
6.9634 −7.0666

⎤

⎥⎥⎦

b2 =
[
7 1

]
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Fig. 1. This figure depicts the response of a simple two-layered fully connected network
for a selected input (red dot) and the response of its variants with %1 noise (yellow
dots) added proportionally to the weights. The blue dots represent the responses of the
transformed MimosaNets under the same level of noise on their weights, meanwhile the
response of the transformed network (without noise) remained exactly the same.

In the following experiment we have chosen an arbitrary input vector: [7,9].
We have measured the response of the network for this input, each time intro-
ducing 1% noise to the weights of the network. Figure 1 shows the response of the
original network and the modified network after adding 1% noise. The variances
of the original network for the first output dimension is 6.083 and 8.399 for the
second, meanwhile the variances are 476.221 and 767.877 for the decomposed
networks respectively. This example demonstrates how decomposition of a layer
can increase the networks dependence on its weights.

3.2 Simulations on the MNIST Dataset

We have created a five layered fully connected network containing 32 neurons in
each hidden-layer (and 728 and 10 neurons in the input and output layers) and
trained it on the MNIST [8] dataset, using batches of 32 and Adam Optimizer
[9] for 7500 iterations. The network has reached an accuracy of 98.4% on the
independent test set.

We have created different modifications of the network by adding 9,18,36,72
extra neurons. These neurons were divided equally between the three hidden-
layers and 2/3 of them were deceptive neurons (since they were always created
in pairs) and 1/3 of them were created by decomposition. This means that in
case of 36 additional neurons 2 × 4 deceptive neurons were added to each layer
and four new neurons per layer were created by decomposition.
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In our hypothetical situations these networks (along with the original) could
be stolen by a malevolent attacker, who would try to conceal his thievery by
using the following three methods: adding additive noise proportionally to the
network weights, continuing network training on arbitrary data and network
knowledge distillation. All reported datapoints are an average of 25 independent
measurements.

Dependence on Additive Noise. We have investigated network performance
using additive noise to the network weights. The decrease of accuracy which
depends on the ratio of the additive noise can be seen in Fig. 2.

At first we have tested a fully connected neural network trained on the
MNIST dataset without making modifications to it. The decrease of accuracy
was not more than 0.2% even with a relatively high 5% noise. This shows the
robustness of a fully connected network.

After applying the methods described in Sect. 2 network accuracy retro-
gressed to 10% even in case of noise which was less than 1% of the network
weights, as Fig. 2 depicts. This alone would reason the applicability of our
method, but we have investigated low level noises further, which can be seen
on Fig. 3. As it can be seen from the figure, accuracy starts to drop when the
ratio of additive noise reaches the level of 10−7, which means the attacker can
not significantly modify the weights. This effect could be increased by adding
more and more neurons to the network.

Fig. 2. This figure depicts accuracy changes on the MNIST dataset under various level
of additive noise applied on the weights. The original network (purple) is not dependent
on these weight changes, meanwhile accuracies retrogress in the transformed networks,
even with the lowest level of noise.

Dependence on Further Training Steps. Additive noise randomly modi-
fies the weights, but it is important to examine how accuracy changes in case
of structured changes exploiting the gradients of the network. Figure 4 depicts
accuracy changes and average in weights distances by applying further training
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steps in the network. Further training was examined using different step sizes
and optimizers (SGD,AdaGrad and ADAM) training the network with original
MNIST and randomly selected labels and the results were qualitatively the same
in all cases.

Dependence on Network Distillation. We have tried to distill the knowledge
in the network and train a new neural network to approximate the functionality
of previously selected layers, by applying the method described in [10].

We have generated one million random input samples with their outputs for
the modified networks and have used this dataset to approximate the function-
ality of the network.

Fig. 3. A logarithmic plot depicting the same accuracy dependence as on Fig. 2, focus-
ing on low noise levels. As it can be seen from the plot, accuracy values do not change
significantly under 10−7 percent of noise, which means the most important values of
the weights would remain intact to proof connection between the original and modified
networks.

We have created three-layered neural networks containing 32, 48, 64, 128
neurons in the hidden layer (The number of neurons in the first and last layer
were determined by the original network) and tried to approximate the function-
ality of the hidden layers of the original structure. Since deceptive neurons have
activations in the same order of magnitude as the original responses, these values
disturb the manifold of the embedded representations learned by the network
and it is more difficult to be approximated by a neural network. Table 1 contains
the maximum accuracies which could be reached with knowledge distillation,
depending on the number of deceptive neurons and the neurons in the architec-
ture used for distillation. This demonstrates, that our method is also resilient
towards knowledge distillation.
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Fig. 4. The figure plots accuracy dependence of the networks in case of further training
(applying further optimization steps). As it can be seen from the plot weights had to
be kept in 10−7 average distance to keep the same level of accuracy.

Table 1. The table displays the maximum accuracies reached with knowledge distil-
lation. The different rows display the number of extra neurons which were added to
the investigated layer, and the different columns show the number of neurons in the
hidden layer of the fully connected architecture, which was used for distillation.

#Deceptive N. #N. = 32 #N. = 48 #N. = 64 #N. = 128

9 0.64 0.65 0.69 0.71

18 0.12 0.14 0.15 0.17

36 0.10 0.11 0.10 0.13

72 0.11 0.09 0.10 0.10

4 Conclusion

In this paper, we have shown a transformation method which can significantly
increase a network’s dependence on its weights, keeping the original functionality
intact. We have also presented how deceptive neurons can be added to a network,
without disturbing its original response. Using these transformations iteratively
one can create and openly share a trained network, where it is computationally
extensive to reverse engineer the original network architecture and embeddings
in the hidden layers. The drawback of the method is the additional computa-
tional need for the extra neurons, but this is not significant, since computational
increase is polynomial.
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We have tested our method on simple toy problems and on the MNIST
dataset using fully-connected neural networks and demonstrated that our app-
roach results non-robust networks for the following perturbations: additive noise,
application of further training steps and knowledge distillation.
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2 Departamento de Control Automático, CINVESTAV-IPN (National Polytechnic
Institute), Mexico City, Mexico

srazvarz@yahoo.com
3 School of Computing, University of Portsmouth, Buckingham Building, PO1 3HE

Portsmouth, UK
alexander.gegov@port.ac.uk

Abstract. In the real world, much of the information on which deci-
sions are based is vague, imprecise and incomplete. Artificial intelligence
techniques can deal with extensive uncertainties. Currently, various types
of artificial intelligence technologies, like fuzzy logic and artificial neural
network are broadly utilized in the engineering field. In this paper, the
combined Z-number and neural network techniques are studied. Further-
more, the applications of Z-numbers and neural networks in engineering
are introduced.

Keywords: Artificial intelligence · Fuzzy logic · Z-number · Neural
network

1 Introduction

Intelligent systems are composed of fuzzy systems and neural networks. They
have particular properties such as the capability of learning, modeling and resolv-
ing optimizing problems, suitable for specific kind of applications. The intelligent
system can be named hybrid system in case that it combines a minimum of two
intelligent systems. For example, the mixture of the fuzzy system and neural
network causes the hybrid system to be called a neuron-fuzzy system.

Neural networks are made of interrelated groups of artificial neurons that
have information which is obtainable by computations linked to them. Mostly,
neural networks can adapt themselves to structural alterations while the training
phase. Neural networks have been utilized in modeling complicated connections
among inputs and outputs or acquiring patterns for the data [1–12].

Fuzzy logic systems are broadly utilized to model the systems characterizing
vague and unreliable information [13–29]. During the years, investigators have
proposed extensions to the theory of fuzzy logic. Remarkable extension includes
Z-numbers [30]. The Z-number is defined as an ordered pair of fuzzy numbers
c© Springer Nature Switzerland AG 2020
K. Arai et al. (Eds.): SAI 2020, AISC 1230, pp. 12–25, 2020.
https://doi.org/10.1007/978-3-030-52243-8_2
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(C,D), such that C is a value of some variables and D is the reliability which
is a value of probability rate of C. Z-numbers are widely applied in various
implementations in different areas [31–36].

In this paper, the basic principles and explanations of Z-numbers and neu-
ral networks are given. The applications of Z-numbers and neural networks in
engineering are introduced. Also, the combined Z-number and neural network
techniques are studied. The rest of the paper is organized as follows. The the-
oretical background of Z-numbers and artificial neural networks are detailed in
Sect. 2. Comparison analysis of neural networks and Z-number systems is pre-
sented in Sect. 3. The combined Z-number and neural network techniques are
given in Sect. 4. The conclusion of this work is summarized in Sect. 5.

2 Theoretical Background

In this section, we provide a brief theoretical insight of Z-numbers and artificial
neural networks.

2.1 Z-Numbers

Mathematical Preliminaries. Here some necessary definitions of Z-number
theory are given.

Definition 1. If q is: 1) normal, there exists ω0 ∈ � where q(ω0) = 1, 2) convex,
q(υω + (1 − υ)ω) ≥ min{q(ω), q(τ)}, ∀ω, τ ∈ �,∀υ ∈ [0, 1], 3) upper semi-
continuous on �, q(ω) ≤ q(ω0) + ε, ∀ω ∈ N(ω0), ∀ω0 ∈ �, ∀ε > 0, N(ω0) is a
neighborhood, 4) q + = {ω ∈ �, q(ω) > 0} is compact, so q is a fuzzy variable,
q ∈ E : � → [0, 1].

The fuzzy variable q is defined as below

q =
(
q, q

)
(1)

such that q is the lower-bound variable and q is the upper-bound variable.

Definition 2. The Z-number is composed of two elements Z = [q(ω), p]. q(ω)
is considered as the restriction on the real-valued uncertain variable ω and p is
considered as a measure of the reliability of q. The Z-number is defined as Z+-
number, when q(ω) is a fuzzy number and p is the probability distribution of ω.
If q(ω), and p, are fuzzy numbers, then the Z-number is defined as Z−-number.

The Z+-number has more information in comparison with the Z−-number.
In this work, we use the definition of Z+-number, i.e., Z = [q, p] , q is a fuzzy
number and p is a probability distribution.

The triangular membership function is defined as

μq = G (a, b, c) =
{ ω−a

b−a a ≤ ω ≤ b
c−ω
c−b b ≤ ω ≤ c

otherwise μq = 0 (2)
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and the trapezoidal membership function is defined as

μq = G (a, b, c, d) =

⎧
⎨

⎩

ω−a
b−a a ≤ ω ≤ b
d−ω
d−c c ≤ ω ≤ d

1 b ≤ ω ≤ c

otherwise μq = 0 (3)

The probability measure of q is defined as

P (q) =
∫

�
μq(ω)p(ω)dω (4)

such that p is the probability density of ω. For discrete Z-numbers we have

P (q) =
n∑

j=1

μq(ωj)p(ωj) (5)

Definition 3. The α-level of the Z-number Z = (q, p) is stated as below

[Z]α = ([q]α, [p]α) (6)

such that 0 < α ≤ 1. [p]α is calculated by the Nguyen’s theorem

[p]α = p([q]α) = p([qα, qα]) =
[
Pα, P

α
]

(7)

such that p([q]α) = {p(ω)|ω ∈ [q]α}. Hence, [Z]α is defined as

[Z]α =
(
Zα, Z

α
)

=
((

qα, Pα
)
,
(
qα, P

α
))

(8)

such that Pα = qαp(ωα
j ), P

α
= qαp(ωα

j ), [ωj ]α = (ωα
j , ωα

j ).
Let Z1 = (q1, p1) and Z2 = (q2, p2), we have

Z12 = Z1 ∗ Z2 = (q1 ∗ q2, p1 ∗ p2) (9)

where ∗ ∈ {⊕,
,�}. ⊕, 
 and �, indicate sum, subtract and multiply, respec-
tively.

The operations utilized for the fuzzy numbers [q1]α = [qα
11, q

α
12] and [q2]α =

[qα
21, q

α
22] are defined as [37],

[q1 ⊕ q2]α = [q1]α + [q2]α = [qα
11 + qα

21, q
α
12 + qα

22]
[q1 
 q2]α = [q1]α − [q2]α = [qα

11 − qα
22, q

α
12 − qα

21]

[q1 � q2]α =
(

min{qα
11q

α
21, q

α
11q

α
22, q

α
12q

α
21, q

α
12q

α
22}

max{qα
11q

α
21, q

α
11q

α
22, q

α
12q

α
21, q

α
12q

α
22}

) (10)

For the discrete probability distributions, the following relation is defined for all
p1 ∗ p2 operations

p1 ∗ p2 =
∑

ι

p1(ω1,j)p2(ω2,(n−j)) = p12(ω) (11)
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Fig. 1. Membership functions applied for (a) cereal yield, cereal production, economic
growth, (b) threat rate, and (c) reliability

Background and Related Work. The implementations of Z-numbers based
techniques are bounded because of the shortage of effective approaches for cal-
culation with Z-numbers.

In [38], the capabilities of the Z-numbers in the improvement of the quality
of risk assessment are studied. Prediction equal to (High, Very Sure) is institu-
tionalized in the form of Z-evaluation “y is Z(c, p)”, such that y is considered
as a random variable of threat probability, c and p are taken to be fuzzy sets,
demonstrating soft constraints on a threat probability and a partial reliability,
respectively. The likelihood of risk is illustrated by Z-number as: Probability
= Z1(High, Very Sure), such that c is indicated through linguistic terms High,
Medium, Low, also, p is indicated through terms Very Sure, Sure, etc. Likewise,
consequence rate is explained as: Consequence measure = Z2(Low, Sure). Threat
rates (Z12) is computed as the product of the probability (Z1) and consequence
measure (Z2).

In [39], Z-number-based fuzzy system is suggested to determine the food
security risk level. The proposed system is relying on fuzzy If-Then rules, which
applies the basic parameters such as cereal production, cereal yield, and economic
growth to specify the threat rate of food security. The membership functions
applied to explain input, as well as output variables, are demonstrated in Fig. 1.

In [40], the application of the Z-number theory to selection of optimal
alloy is illustrated. Three alloys named Ti12Mo2Sn alloy, Ti12Mo4Sn alloy, and
Ti12Mo6Sn alloy are examined and an optimal titanium alloy is selected using
the proposed approach. The optimality of the alloys is studied based on three
criteria: strength level, plastic deformation degree, and tensile strength.
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Fig. 2. The structure of a biological neuron

2.2 Neural Networks

Neural networks are constructed from neurons and synapses. They alter their
rates in reply from nearby neurons as well as synapses. Neural networks operate
similar to computer as they map inputs to outputs. Neurons, as well as synapses,
are silicon members, which mimic their treatment. A neuron gathers the total
incoming signals from other neurons, afterward simulate its reply represented
by a number. Signals move among the synapses, which contain numerical rates.
Neural networks learn once they vary the value of their synapsis. The structure
of a biological neuron or nerve cell is shown in Fig. 2. The processing steps inside
each neuron is demonstrated in Fig. 3.

Background and Related Work. In [41], artificial neural network technique
is utilized for modeling the void fraction in two-phase flow inside helical vertical
coils with water as work fluid. In [42] artificial neural network and multi-objective
genetic algorithm are applied for optimizing the subcooled flow boiling in a
vertical pipe. Pressure, the mass flux of the water, inlet subcooled temperature,
as well as heat flux are considered as inlet parameters. The artificial neural
network utilizes inlet parameters for predicting the objective functions, which
are the maximum wall surface temperature as well as averaged vapor volume
fraction at the outlet. The optimization procedure of design parameters is shown
in Fig. 4.

In [43], artificial neural network technique is applied for predicting heat trans-
fer in supercritical water. The artificial neural network is trained on the basis
of 5280 data points gathered from experimental results. Mass flux, heat flux,
pressure, tube diameter, as well as bulk specific enthalpy are taken to be the
inputs of the proposed artificial neural network. The tube wall temperature is
taken to be the output, see Fig. 5.
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Fig. 3. Processing steps inside each neuron

3 Comparison Analysis of Neural Networks
and Z-Number Systems

Neural networks and Z-number systems can be considered as a part of the soft
computing field. The comparison of Neural networks and Z-number systems is
represented in Table 1. Neural networks have the following advantageous:

Table 1. The comparison of neural networks and Z-number systems.

Z-number systems Neural networks

Knowledge presentation Very good Very bad

Uncertainty tolerance Very good Very good

Inaccuracy tolerance Very good Very good

Compatibility Bad Very good

Learning capability Very bad Very good

Interpretation capability Very good Very bad

Knowledge detection and data mining Bad Very good

Maintainability Good Very good

i Adaptive Learning: capability in learning tasks on the basis of the data sup-
plied to train or initial experience.

ii Self-organization: neural networks are able to create their organization while
time learning.

iii Real-time execution: the calculations of neural networks may be executed in
parallel, also specific hardware devices are constructed, which can capture
the benefit of this feature.

Neural networks have the following drawbacks:
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i The utilization of neural networks is in direct connection with the availability
of the training data.

ii The acquired solution from the learning procedure may not be often
explained.

iii Almost all the neural network systems contain black boxes such that the
ultimate state may not be explained.

Fuzzy logic has the following advantageous:

i Simple to learn and apply.
ii A user-friendly procedure to produce.
iii Generation of more effective performance.

Fuzzy logic has the following drawbacks:

i Constructing an uncertain system is complex.
ii It is not easy to define proper membership values for uncertain systems.

Fig. 4. The optimization procedure of input parameters
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4 Combined Z-Number and Neural Network Techniques

4.1 Why Apply Z-Numbers in Neural Networks

Each neuron in the artificial neural network is linked with another neuron via a
connection link in such a manner that the connecting link is related to a weight
with the information regarding the input signal. Therefore, the weights contain
beneficial information regarding input to resolve the problems. Some reasons for
applying Z-numbers in neural networks are as follows:
i In a case that crisp values cannot be implemented, uncertain values such as

Z-numbers are utilized.
ii Since the training, as well as learning, assist neural network to have a high

performance in unanticipated status, therefore in such status, uncertain values
like Z-numbers are more suitable than crisp values.

iii In neural networks, Z-numbers are more applicable than fuzzy numbers.
Z-numbers are more precise when compared with fuzzy numbers. Also, Z-
numbers have less difficulty in computation in comparison with nonlinear
system modeling approaches.

Fig. 5. Proposed artificial neural network for predicting heat transfer in supercritical
water

4.2 Complexity in Applying Z-Numbers in Neural Networks

There exist some troubles when utilizing Z-numbers in neural networks. The
complexity is associated with membership rules, the requirement to construct
an uncertain system since it is often difficult to derive it by supplied set of
complicated data.

Neural networks can be used to train Z-numbers. The advantageous of using
neural networks for training Z-numbers are as follows:
i Novel patterns of data may be learned simply using neural networks therefore,

it may be utilized for preprocessing data in uncertain systems.
ii Neural networks due to their abilities in learning new relation with new input

data may be utilized for refining fuzzy rules to generate the fuzzy adaptive
system.
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4.3 Examples of Combined Z-Number and Neural Network
Techniques

Example 1. The following system is designed such that inputs and outputs are
in the form of Z-numbers [44],

ζ(t) = ϑcos(ϕΔkt)

v(t + 1) =
Δk2[ζ(t) − ψv3(t)] − v(t − 1) + ρv(t)

(1 + ωΔk)
(12)

Fig. 6. Approximated error of multi-layer neural network

such that ρ = ωΔk − θΔk2 + 2. Δk, ω, θ, ψ, ϑ are Z-number parameters. ϕ is
taken to be a random variable uniformly distributed in the interval [0.1, 2.9]
with mean E{ϕ} = 1.5, as well as the initial conditions being v(0) = v(1) = 1.
The following are assumed,

Δk = [(0.03, 0.05, 0.06), p(0.6, 0.8, 0.86)]
ω = [(0.1, 0.3, 0.5), p(0.6, 0.7, 0.87)]
θ = [(−4.2,−4,−3.8), p(0.6, 0.8, 86)]

ψ = [(0.8, 1, 1.2), p(0.7, 0.8, 0.85)]
ϑ = [(0.2, 0.5, 0.7), p(0.7, 0.8, 0.85)]

(13)

In order to model the uncertain nonlinear system (12), a multi-layer neural
network is used such that obtains the Z-number coefficients of (12). The error
plot is demonstrated in Fig. 6.

Example 2. A liquid tank system is demonstrated in Fig. 7, which is modeled as
below

d

dt
v(t) = − 1

SO
v(t) +

d

S
(14)

where d = t + 1 is inflow disturbances of the tank that generates vibration in
liquid level v, O = 1 is the flow obstruction which can be curbed utilizing the
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valve, also S = 1 is the cross-section of the tank. Two types of neural networks,
static Bernstein neural network (SBNN) and dynamic Bernstein neural network
(DBNN) [45], are used to estimate the Z-number solutions of (14). The error
plots of SBNN and DBNN are demonstrated in Fig. 8.

Fig. 7. Liquid tank system

Fig. 8. Approximated errors of SBNN and DBNN

Example 3. The heat source by insulating materials is demonstrated in Fig. 9,
which is modeled as below

M1

N1
⊕ M2

N2
=

M3

N3
⊕ M4

N4
⊕ J (15)

A heat source is placed in the center of insulating materials. The widths of the
insulating materials are in the form of Z-numbers. The coefficients of conductiv-
ity materials are N1 = h,N2 = h

√
h,N3 = h2, N4 =

√
h, such that h is elapsed

time. J is thermal resistance. Neural network technique is used to approximate
Z-number solutions of (15) [46].
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Fig. 9. The heat source

5 Conclusion

The notion of Z-numbers is rather naturally obtained while gathering vague
information in a linguistic appearance. In this paper, the combined Z-number
and neural network techniques are studied. Furthermore, the applications of Z-
numbers and neural networks in engineering are introduced. As some researchers
have effectively used Z-numbers, in-depth discussions are given for stimulating
future studies.
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Abstract. Freezing of gait (FOG) is one of the most incapacitating and
disconcerting symptom in Parkinson’s disease (PD). FOG is the result of
neural control disorder and motor impairments, which severely impedes
forward locomotion. This paper presents the exploitation of 5G spectrum
operating at 4.8 GHz (a potential Chinese frequency band for Internet
of Things) to detect the freezing episodes experienced by PD patients.
The core idea is to utilize wireless devices such as network interface
card (NIC), radio frequency (RF) signal generator and dipole antennas
to extract the wireless channel characteristics containing the variances
amplitude information that can be integrated into the 5G communica-
tion system. Five different human activities were performed including
sitting on chair, slow-walk, fast-walk, voluntary stop and FOG episodes.
A multi-class, multilayer full softmax neural network was trained on the
obtained data for classification and performance evaluation of the pro-
posed system. A high classification accuracy of 99.3% was achieved for
the aforementioned activities, compared with the existing state-of-the-
art detection systems.

Keywords: Parkinson’s disease · FOG · Classification · Softmax
neural network

1 Introduction

Parkinson’s disease (PD) is a progressive neurodegenerative disease described
by Parkinson in 1817 [1]. Over time, PD effectively progresses and worsen and
hence called a progressive disease. A specific type of neuron known as dopamine
neuron losses during PD that causes FOG. FOG is a serious gait disorder which
interrupts walking with a transient and sudden nature. Due to sudden and seri-
ous debilitating nature, FOG disturbs the balance of PD patients and therefore
c© Springer Nature Switzerland AG 2020
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causes falls that may lead to mortality [2,3]. The pathophysiology of FOG is still
under research and its treatment is a still an open clinical challenge [4]. However,
recently, authors in [5] reported the impact of levodopa-carbidopa intestinal gel
(LCIG) FOG and concluded that a long term control over FOG is possible via
LCIG if FOG is detected correctly. Furthermore, it is suggested in [5] that a num-
ber of experiments are required with correct identification of FOG in patients.

Authors in [6] reduced FOG and improved mobility via simultaneously tar-
geting motor and cognitive regions through transcranial direct current stimula-
tion. Though, authors [6] reported the improvement of mobility but correctly
predicting the state of freezing was overlooked. Therefore, to decrease the fall
rate and before providing a solution for FOG, a system must be developed to
detect FOG with higher accuracy. FOG can detected through numerous detec-
tion systems such as wearable devices and camera etc [7–11]. However, there are
several limitations associated with camera-based and wearable based systems.
For instance, the camera-based system works raise privacy concerns due to the
constant recording of images or videos. In addition, they are computationally
expensive as well since processing images or videos require dedicated hardware.
On the other hand, wearable devices have to be worn by the subject’s all the
time due to which the patients might feel uncomfortable. Moreover, more often
than not, the patients forget to wear the devices after changing clothes or taking
a shower. Due to aforementioned issues, it is evident that other digital medium
should be investigated. This paper presents a wireless channel information (WCI)
based new detection method. A device free wireless sensing method is developed
and the accuracy of the proposed scheme is tested using artificial neural network
(ANN).

Over the past few years, ANN has been applied in a number of areas including
speech recognition [12], image classification [13], and energy demand prediction.
Rahim et al. [12] and Chu et al. [14] applied ANN to the speech recognition.
Moreover, ANN-based algorithms have also been used in image classification and
recognition [13,15,16]. Previously, Neural network based schemes are applied to
chemical-related research, molecular biology, medicines, environmental sciences
and ecosystems [17–20]. This paper exploits the application of multi-class, full
softmax multilayer feedforward neural network (ML-FFNN) using WCI and 5G
spectrum for FOG detection.

The core idea of the proposed work is to detect the FOG episode by clas-
sifying various human activities such as sitting/standing on chair, slow-walk,
fast-walk, voluntary stop. The classification performed using variations in WCI
data is received through wireless devices including RF signal generator, networks
interface card (NIC) and dipole antenna [21–24].

2 Experimental Setup

The general experimental setup for FOG detection is shown in Fig. 1. The exper-
iment was conducted in a room with dimensions (15 m × 15 m) in New Science
Building, Xidian University, China. The experimental settings included an RF
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generator (DSG3000 Series), two dipole antennas, TP-link (PCE-AC68) next
generation dual-band wireless AC1900 PCIe adapter NIC, and HP desktop com-
puter with Ubuntu 14.10 (64 bits) and 4 GB RAM. The RF signal generator
connected with the dipole antenna operating at 4.8 GHz was set as an Access
Point (AP) to generate RF signals at multiple frequencies. The network interface
card wired with dipole antenna embedded in a desktop computer received the
seamless WCI data. The transmitter and receiver were kept 10 m apart from
each other.

A total number of 15 volunteers took part in the experimental campaign and
were asked to perform the aforementioned five activities. Each human activity
constantly disturbed the wireless medium and the unique WCI imprint induced
was used for activity recognition.

RF generator

Object under 
Observa on

Receiving antenna and PC
for observa on analyzing

Fig. 1. General setup of the experiment.

3 FOG Detection Methodology

The design of the FOG system is presented in Fig. 2 which consists of three main
parts:

1). Wireless channel information
2). Feature extraction
3). Multi-class softmax ML-FFNN training & classification for FOG detection

Step 1: Exploiting the IEEE 802.11n standards for orthogonal frequency divi-
sion multiplexing (OFDM), which divide a single channel carrier into several
subcarriers and enables the data to be transmitted in parallel to solve multipath
fading problem [25]. The signal received using network interface card can be
computed as:

Y = (H × X) + N (1)
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Fig. 2. Flowchart of the proposed FOG detection methodology.

Here X and Y are the transmitted and received signals, respectively. N denotes
the channel noise while H demonstrates channel frequency response (CFR) of
the wireless channel data which is a complex number.

H = [h1,h2,h3, ......,hn] (2)

hn = ‖hn‖ expj∠hn (3)

In Eq. 3, ‖hn‖ represents the variance of amplitude information and ∠hn

describes phase information for n sub-carrier. It should be noted that the phase
information obtained via NIC is extremely random and cannot be used for any
application. Therefore, in this paper we have used the variances of amplitude
information for training and testing the ANN algorithm to classify FOG from
other daily life activities in an accurate and efficient way.

Step 2: In this step, time domain features such as mean, standard deviation,
skewness, kurtosis, mean absolute deviation (MAD), interquartile range (IQR)
and peaks are extracted from the WCI data and plugged into the levenberg-
marquardt (LM) training algorithm. Features extraction is primarily data reduc-
tion by finding the most informative variables-based subset of the same dataset.

Mean is defined as the average of all data points in a data matrix and specify
the variability around a distinct value in some data matrix. Mean can be more
effective in case of relatively uniformly spread data with no extraordinarily high
or low values. Mathematically, mean is defined as:

μx =
∑a×b

i=1 xi

a × b
, (4)
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(a) (b)

(c) (d)

(e)

Fig. 3. Perturbations of amplitude information of 30 subcarriers. (a) Walking slow. (b)
Walking fast. (c) Sit-stand on chair. (d) Voluntary stop. (e) FOG.
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where a and b represent the number of rows and columns of a data matrix,
respectively. xi is a data point at index i. Standard deviation is known as the
spread (variability) of data points in a data matrix. Mathematically standard
deviation sdX can be measured as [26]:

sdx =
1

a × b

a×b∑

i=1

(xi − μx)2 (5)

Information about the spread of data can also be obtained via interquartile
range [26]. qu computes the middle value above the median, while ql computes
the middle value below the median of a data set. Mathematically interquartile
range can be written as:

iqr = qu − ql (6)

Skewness sx computes the asymmetry of the probability distribution while kur-
tosis kx computes the shape of the probability distribution of a real-valued ran-
dom variable. Skewness sx and kurtosis kx can be used to make judgments about
image surfaces. Mathematically skewness and kurtosis can be computed as [27]:

sx =
1

a × b
×

a×b∑

i=1

(
xi − μx

sdx
)3 (7)

kx =
1

a × b
×

a×b∑

i=1

(
xi − μx

sdx
)4 (8)

The mean absolute deviation about mean measure the dispersion of X about its
mean and can be mathematically written as [28]:

madx =
∑a×b

i=1 |xi − μx|
a × b

(9)

Step 3: Due to the faster operations, smaller training datasets requirement,
easy implementation and ability to learn quickly, we have utilized a multi-layer
perceptron neural network (MLPNN) with a single input layer, single hidden and
single output layer as shown in Fig. 4. Levenberg-Marquardt (LM) [29] training
algorithm is used during feature training process. LM is an iterative method
that is used for solving non-linear minimization problem. The proposed classifier
identify FOG episodes which is distinguishable from other routine activities using
the proposed method. The input layer consists of seven neurons while the output
layer consists of five neurons since we are classifying five different activities.
Sigmoid activation function is used for input and output layers. Hidden layer
which consist of ten neurons uses linear softmax activation function. Sigmoid
function maps the interval (−∞,∞) onto (0, 1) while softmax function squashes
an x size vector between 0 and 1. Furthermore, softmax function normalized
the exponential function to make the sum of whole vector equal to 1. Therefore,
the output softmax function interpret a set of specific features belong to certain



32 J. S. Khan et al.

Fig. 4. MLPNN schematic diagram.

class. Mathematically sigmoid (φ) and softmax (Φ) functions can be computed
as in [30] and in [31], respectively:

φ(x) =
1

1 + exp−x
(10)

Φ(xi) =
expxi

∑N
n expxn

(11)

4 Result and Discussion

The variances of amplitude information for 30 subcarriers obtained using wireless
devices exploiting 5G spectrum of five different activities is presented in Fig. 3,
respectively. In Fig. 3, x-axis indicate total number of subcarriers, y-axis shows
the total number of packets and z-axis is the relative power in dB indicating the
variations in amplitude information. It can be observed that each human activity
has resulted in a unique WCI signature which can be classified using multi-
class ML-FFNN with the LM learning algorithm. Figure 5 shows the overall
time history of five human activities for subcarrier number 6th. It illustrates the
relative power level fluctuated between 4 dB to 16 dB for packet number 1 to
220. However, there is a shift in power level when the subject stands stationary
(with small scale body movements such as breathing or small limb movements).
Moreover, the power level varied around 24 dB when person was asked to walk
slowly within area of interest. An increase in the variances of power level in
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Fig. 5. Amplitude variation of a random subcarrier.

packet numbers 900 to 1800 is observed when the person walks at a fast pace.
While, for FOG episodes, the variations power level fluctuations between 24 dB
to 26 dB are observed.

Table 1 illustrates the performance of our system as compared to the state-
of-the-art latest works [7–11,32–36] in the domain of FOG detection leveraging
traditional systems, such as wearable devices, smart phone sensors and vision
based systems. The proposed system exploits 5G spectrum to detect and classify
FOG with a high accuracy of 99.3% (see confusion matrix, Table 2) with an
increase of approximately 6% over the second best method [33].

Table 1. Comparison of FOG detection systems

Authors Detection system Types of sensors Algorithm Accuracy

Prateek et al. [7] Wearable devices Inertial measurement

unit

Generalized likelihood

ratio test (GLRT)

81.03%

Camps et al. [8] Wearable devices Inertial measurement

unit

Convolution neural

network (CNN)

89%

Samà et al. [9] Wearable devices Accelerometer Support vector

machine

89.6%

Rodŕıguez et al. [32] Wearable devices Accelerometer Support vector

machine

76.8%

Aminis et al. [11] Vision based Camera, depth sensor position/head offset &

angle tracking

86.6%*

Bigy et al. [10] Vision based Camera, depth sensor subject/body joint

positions

92%

Kim et al. [33] Smart phone Accelerometer,

gyroscope

Convolution neural

network (CNN)

93.8%

Capecci et al. [34] Smart phone Accelerometer Power spectrum and

cadence measures

92.86%

Kim et al. [35] Smart phone Accelerometer,

gyroscope

AdaBoost.M1 86%

Pepa et al. [36] Smart phone Accelerometer Fuzzy inference

system

89%

Proposed 5G spectrum Wireless sensing Multi-class softmax

FFNN

99.3%
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Table 2. Confusion matrix

Output Class 1
231

10.5%
0

0.0%
0

0.0%
1

0.0%
0

0.0%
99.6%
0.4%

2
2

0.1%
285

13.0%
0

0.0%
3

0.1%
0

0.0%
98.3%
1.7%

3
2

0.1%
0

0.0%
200
9.1%

1
0.0%

0
0.0%

98.5%
1.5%

4
0

0.0%
3

0.1%
0

0.0%
976

44.4%
1

0.0%
99.6%
0.4%

5
0

0.0%
0

0.0%
0

0.0%
3

0.1%
492

22.4%
99.4%
0.6%

98.3%
1.7%

99.0%
1.0%

100%
0.0%

99.2%
0.8%

99.8%
0.2%

99.3%
0.7%

1 2 3 4 5

Target Class

5 Conclusion

This study presented the design and implementation of an FOG system lever-
aging wireless devices operating at 4.8 GHz (compatible with 5G spectrum for
IoTs) in conjunction with multi-class softmax feedforward neural networks. The
wireless channel information was extracted for five different human activities in
indoor settings to classify the FOG episodes from sitting on chair, walking slowly,
walking with fact pace and voluntary stop. The multi-class ML-FFNN leverag-
ing features such as mean, standard deviation, skewness, kurtosis and peaks of
power spectrum were used to classify the particular human activities. It was
observed that the system provided an average accuracy of 99.3% for various
subjects under test.
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Abstract. The most widely used activation functions in current deep
feed-forward neural networks are rectified linear units (ReLU), and many
alternatives have been successfully applied, as well. However, none of the
alternatives have managed to consistently outperform the rest and there
is no unified theory connecting properties of the task and network with
properties of activation functions for most efficient training. A possi-
ble solution is to have the network learn its preferred activation func-
tions. In this work, we introduce Adaptive Blending Units (ABUs), a
trainable linear combination of a set of activation functions. Since ABUs
learn the shape, as well as the overall scaling of the activation function,
we also analyze the effects of adaptive scaling in common activation
functions. We experimentally demonstrate advantages of both adaptive
scaling and ABUs over common activation functions across a set of sys-
tematically varied network specifications. We further show that adaptive
scaling works by mitigating covariate shifts during training, and that the
observed advantages in performance of ABUs likewise rely largely on the
activation function’s ability to adapt over the course of training.

Keywords: Adaptive Blending Units · Trainable · Activation
functions · Deep learning · Convolutional networks

1 Introduction

Deep neural networks are structured around layers, each of which performs a
linear transformation of its input before feeding the signal through a scalar non-
linear activation function. Chaining larger numbers of non-linear functions then
allows the networks to find and extract complex features in the input. Activation
functions thus have a key function in deep neural networks: Without intermit-
tent non-linearities, these networks could only perform linear operations on the
input. But despite a large number of activation functions proven successful in the
literature, it remains unclear, what properties of an activation function are most
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desirable, given a particular task and network configuration. Ideally, the network
would sort this issue out by itself, but most common activation functions are
fixed during training, i.e., their shape and scaling are treated as hyperparame-
ters. We suggest changing this practice by making an activation function’s shape
and scaling a trainable parameter of the network. Our main contribution in this
work is the Adaptive Blending Unit (ABU), a linear combination of a set of basic
activation functions that allows the shape and scaling of the resulting activation
function to be learned during training. In an effort to separate and understand
the effects of the activation function’s shape and its scaling, we also examine the
effect of adaptive scaling on common activation functions without adaptation of
the shape, as well as normalizing the blending weights in ABUs, thus learning its
shape without learning any scaling. Throughout this work, we apply one scaling
weight, or one set of blending weights (i.e., one ABU) per layer of the network.
This way, the network is free to learn the activation function and/or scaling that
best suits the computations performed in any given layer, while the number of
parameters in the network is kept low enough, as not to require regularization.
The remainder of this work is structured as follows. In Sect. 2, we will review
related work, before comparing and analyzing common activation functions, their
adaptively scaled counterparts and ABUs on CIFAR image classification tasks
in Sect. 3. In Sect. 4, we examine multiple ways of normalizing ABUs, to provide
an account of adaptive shape without adaptive scaling. Finally, in Sect. 5, we
examine pre-training of the scaling and blending weights, to examine the role of
adaptiveness over the course of training. We conclude the paper by discussing
limitations of the chosen approach, and providing an outlook on future work on
this topic.

2 Related Work

The most prevalent activation function in modern neural networks is the Recti-
fied Linear Unit (ReLU) [10,21], a piecewise-linear function returning the iden-
tity for all positive inputs and zero otherwise. Its constant derivative of 1 on
the positive part helps alleviating the vanishing gradient problem [7], making it
the first activation function allowing for a large number of stacked layers to be
trained efficiently. With this, ReLU was partly responsible for the breakthrough
of deep neural networks around 2012, marked by AlexNet’s victory in the annual
ILSVRC challenge [16]. Leaky ReLU (LReLU) [19], Parametric ReLU (PReLU)
[11], and Randomized Leaky ReLU (RReLU) [25] are all based on ReLU, but
replace the zero-output for negative values by a linear function. In PReLU, the
slope of the negative part of the function is controlled by a trainable parameter.
Exponential Linear Units (ELU) [4] like ReLU, return the identity for positive
values, but α(exp(x) − 1) for negative values, with α typically set to 1. Scaled
Exponential Linear Units (SELU) [14] are identical to ELU, except for an addi-
tional scaling parameter λ acting upon the function as a whole. The values for
α and λ in SELUs are analytically derived to ensure convergence of activations
towards unit mean and variance across layers. In a more empirical approach,
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[22] performed a large reinforcement learning-based search for successful acti-
vation functions, and found multiple novel and well-performing functions. The
most successful, given by f(x) = x · sigmoid(βx) and named Swish, uses the
trainable parameter β to control the overall shape of the function. E-Swish [2]
ditches this parameter (setting it to 1), and instead scales the whole function
by a manually determined parameter between 1 and 2. In addition to these,
there are numerous approaches in which the activation function’s overall shape
is learned, often using multiple parameters: Adaptive Piecewise Linear Units
(APL) learn the slope of all piecewise linear elements and the position of the
hinges independently for each neuron via backpropagation, while the number of
linear pieces is a hyperparameter that is set manually [1]. Similarly, Maxout acti-
vations [9] learn a convex piecewise-linear function by returning the maximum
of a fixed set of neurons, while the regular network weights determine the shape
of the resulting function. [6] use Fourier series basis expansion to approximate
non-linear parameterized basis functions, and train one activation function per
feature map in a convolutional network. An approach suggested by [8], called
the soft exponential function, can switch between a large number of different
mathematical operations, such as addition, multiplication and exponentiation,
by adjusting a trainable parameter. However, to our knowledge, no empirical
validation of the approach was offered so far. In an approach similar to ours, [5]
suggested blending a set of activation functions on a per-neuron basis, and con-
straining the blending weights to values between 0 and 1, by gating them with
exponential sigmoid functions. Blending activation functions on a per-neuron
basis, however, required downscaling of gradient updates as a form of regu-
larization. Most similar to our approach, [20] suggested a learned blending of
multiple common activation functions per layer, where the blending weights are
constrained to sum up to 1, and showed this approach to be successful over a
range of tasks and network configurations. We will provide further details with
respect to the similarities between their approach and ours in the appropriate
sections.

3 Adaptive Scaling and Adaptive Blending Units

In this section, we will introduce ABUs as an extension to the idea of an adaptive
scaling of common activation functions, and analyze both ABUs and adaptive
scaling with respect to task performance and the mechanics they introduce to
the network. The activation functions we used as a baseline throughout this work
are the hyperbolic tangent (tanh), ReLU, ELU, SELU, the identity and Swish.
We will reference the adaptively scaled versions of these by adding “α” to the
function’s name, e.g., “αReLU”.

3.1 Methods

Given a deep neural network of n layers, and an activation function f(x), the
adaptively scaled version of the activation function is given by αi · f(x), with
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Fig. 1. SMCN network architectures for CIFAR10/CIFAR100. (Vanilla) SMCN:
Default architecture, 6 hidden layers. SMCN10: Medium-sized network, 10 hidden
layers. SMCNS: Additional architecture for robustness tests; 6 hidden layers, omit-
ting dropout layers and replacing max pooling with average pooling. SMCNBN: Addi-
tional architecture for robustness tests; 6 hidden layers, batch normalization after each
activation, and omitting dropout layers.

i = 1, . . . , n. The scaling weights αi are initialized at 1 by default, and trained via
backpropagation alongside all other network parameters. Swish’s β is initialized
as a trainable parameter per layer (i.e., βi) and likewise trained via backprop-
agation in all cases. ABUs can be viewed as an extension to this approach, in
which the shape of the activation function is determined by a blending of mul-
tiple common activation functions within the unit. Given a deep neural network
of n layers, and a set of m activation functions per layer, the ABU for the ith
layer is defined as gi(x) =

∑
j αij · fj(x) with i = 1, . . . , n and j = 1, . . . , m. The

blending weights αij are initialized at 1
m by default, and also trained via back-

propagation alongside all other network parameters. With respect to the set of
activation functions used in ABUs, we chose tanh, ELU, ReLU, the identity, and
Swish in order to allow for high flexibility of the resulting function. However, we
did not conduct an exhaustive search over possible sets of activation functions,
so other sets may outperform the chosen configuration.

The CIFAR 10 and CIFAR 100 datasets [15] served as benchmarks to assess
the performance of our approaches. Per-image z-transformation was applied as
pre-processing to all images, and 5% of the training set was used as a valida-
tion set during training. To evaluate model performance, we applied post-hoc
early stopping: The model was saved once every 8 epochs and the validation
accuracy was estimated frequently over the course of training. All networks were
trained for 60000 steps, after which we smoothed the validation accuracy curve
and selected the model save point for which said curve indicated the highest
performance. For each network and task specification, we report the mean of
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30 runs, as well as the standard error. Training, validation and testing were all
performed using mini-batches.

For the networks used in our tests, we created a set of small to mid-sized con-
volutional networks, called Simple Modular Convolutional Networks (SMCN). In
different variations of these, features were added or subtracted to test the robust-
ness of our approaches across different network design choices. The vanilla SMCN
consists of four convolutional layers, followed by two dense layers. Max pooling
(3×3, stride 2) is performed after the second and fourth convolutional layer, and
dropout [23] with a rate of 0.5 is applied after the first and third convolutional
layer, and after the first dense layer. The convolutional layers use zero-padding
and stride 1. They feature filters of size [5 × 5 × 64], [3 × 3 × 64], [1 × 1 × 64],
and [5 × 5 × 64], and the dense layers consist of 384 and 192 neurons, respec-
tively (see Fig. 1). The network contains no residual connections, and no batch
normalization [12] is performed by default. Initial weights are randomly sampled
using He initialization [11]. Bias units were initialized at 0.1, except for the first
convolutional layer (0.0). The network is trained for 60000 steps on mini-batches
of size 256, using the Adam optimizer [13] with a learning rate of η = 0.001. The
total number of trainable parameters in the vanilla SMCN is roughly 1.8M. In
addition to this, we used the following variations in our tests: SMCN 10, a mid-
sized network (10 layers, roughly 2.0M parameters) identical to SMCN, with the
exception that all layers between the two max pooling operations are repeated
three times. SMCN S , a simplified architecture where max pooling was replaced
with average pooling, and all dropout layers were removed from the network
(thus, the activation functions constitute the only non-linearities in this net-
work). SMCNBN , in which batch normalization is performed before applying
the activation functions. We decided not to use dropout in this architecture, as
batch normalization in conjunction with dropout can be problematic [18]. Note
that since batch normalization negates the effect of any preceding scaling, adap-
tive scaling should not make a difference here. Finally, we also tested the vanilla
SMCN with a Stochastic Gradient Descent optimizer with Momentum, instead
of the Adam optimizer. Here, the networks were again trained for 60000 steps,
with the momentum parameter set to 0.9, an initial learning rate of η = 0.01,
and a learning schedule linearly decreasing the learning rate per weight update,
reaching 0.0004 at the end of training.

3.2 Performance

For our performance tests, we chose a vanilla SMCN with Adam optimizer and
CIFAR10 as the default setup to compare the various activation functions. All
other tested setups are systematically varied versions of this, and differ in only
one aspect each, i.e., network architecture, optimizer, or task. On average, adding
adaptive scaling yielded improved performance for all activation functions, as
evidenced by higher mean ranks of all adaptively scaled activation functions,
compared to their fixed counterparts (see Table 1). However, as expected before-
hand, batch-normalized networks (SMCNBN) were found to be indifferent to
adaptive scaling. Interestingly, also in networks trained with the Momentum
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Table 1. Performance comparison (percentage correct): Common activation functions,
adaptive scaling, and ABUs by task, optimizer and network architecture. Table shows
mean values of 30 runs plus standard errors per configuration, as well as mean rank
across all six configurations. Highest performing activation function per column in bold.

Network SMCN SMCN10 SMCNS SMCNBN SMCN SMCN Mean

RankOptimizer Adam Adam Adam Adam Momentum Adam

Task CIFAR10 CIFAR10 CIFAR10 CIFAR10 CIFAR10 CIFAR100

I 75.51 ± 0.11 73.19 ± 0.37 38.87 ± 0.08 71.72 ± 0.09 77.34 ± 0.06 44.11 ± 0.09 12.00

αI 76.52 ± 0.08 77.34 ± 0.18 39.48 ± 0.06 71.34 ± 0.10 76.32 ± 0.06 45.58 ± 0.09 11.50

tanh 75.44 ± 0.06 58.55 ± 4.47 67.19 ± 0.11 75.10 ± 0.07 78.76 ± 0.05 41.02 ± 0.13 12.00

αtanh 79.07 ± 0.07 73.40 ± 3.87 68.82 ± 0.10 75.32 ± 0.10 79.14 ± 0.05 46.85 ± 0.08 9.83

ReLU 79.42 ± 0.17 81.07 ± 0.15 72.79 ± 0.16 81.17 ± 0.06 81.63 ± 0.07 43.66 ± 0.10 8.17

αReLU 79.23 ± 0.15 82.97 ± 0.12 73.89 ± 0.10 81.12 ± 0.11 81.85 ± 0.07 46.22 ± 0.11 7.17

ELU 81.78 ± 0.06 83.41 ± 0.08 73.33 ± 0.13 80.87 ± 0.06 82.16 ± 0.06 48.59 ± 0.11 5.83

αELU 82.60 ± 0.06 84.94 ± 0.06 75.03 ± 0.13 80.89 ± 0.06 82.06 ± 0.04 51.03 ± 0.10 3.50

SELU 81.75 ± 0.07 83.29 ± 0.07 71.72 ± 0.14 79.36 ± 0.05 82.48 ± 0.05 48.25 ± 0.08 6.83

αSELU 82.81 ± 0.06 85.04 ± 0.04 73.79 ± 0.15 79.57 ± 0.07 81.99 ± 0.05 51.08 ± 0.08 4.33

Swish 82.07 ± 0.08 83.73 ± 0.07 74.33 ± 0.16 81.77 ± 0.04 82.02 ± 0.06 49.14 ± 0.12 4.33

αSwish 82.27 ± 0.06 84.56 ± 0.05 75.67 ± 0.09 81.61 ± 0.05 82.35 ± 0.05 50.19 ± 0.08 3.17

ABU (ours) 83.12 ± 0.06 84.70 ± 0.06 76.19 ± 0.11 80.63 ± 0.09 83.12 ± 0.06 52.13 ± 0.08 2.33

optimizer, adaptive scaling yielded little to no improvement over the fixed acti-
vation functions. Adaptive Blending Units, on the other hand, outperformed all
other activation functions in four out of six setups (including the Momentum
setup), showing remarkable robustness across architectural choices, and conse-
quently scoring the highest mean rank of all tested activation functions. Since
the ability to perform adaptive scaling is an integral part of Adaptive Blending
Units, any improvements over adaptively scaled activation functions can likely
be attributed to their adaptive shape.

3.3 Analysis

But what exactly changes in the networks, when we introduce adaptive scaling
or ABUs? In order to provide some insight into the mechanisms introduced by
the two approaches, we carried out further analyses based on the default setup,
i.e., a vanilla SMCN with Adam optimizer trained on CIFAR10.

Let us first examine how scaling weights behave during training. In our
tests, the scaling weights αi almost unanimously decreased to values far below
1 (see Fig. 2A). This behavior was highly consistent over repeated runs with
random initializations and mini-batch sampling: The mean standard deviation
(over repeated runs) of the final scaling weights reached at the end of training
is mean(σαi

) = 0.023. With respect to how this influences the activations in the
network, it is sensible to consider the succeeding layer’s pre-activation statistics,
i.e., the distribution of values going into its activation function: The distribution
of pre-activation is approximately Gaussian for large layers due to the Central
Limit Theorem, and is thus easier to compare between networks with different
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Fig. 2. A: αi of adaptively scaled activation functions over the course of training in
a vanilla SMCN (mean of 30 runs, 60000 steps). B: Effect of adaptive scaling on pre-
activation distributions, exemplified by tanh & αtanh. Scaling weights αi (magenta)
enforce stable variance of next layer’s pre-activations (orange), compensating for the
increased variance of the regular weight matrix Wdense2 (blue). Plots show mean of five
runs. C: ABU blending weights αij over the course of training. D: Average activation
functions (ABU) by layer at the end of training (axes scaled to improve readability).

activation functions. For many activation functions, the pre-activations are also
crucial with respect to the magnitude of the gradients, in that they determine
the fraction of inputs reaching saturated regions of the activation function. Our
analyses show that the decreasing scaling weights rather precisely counteract an
increase in the variance of the following weight matrix over the course of training.
This stabilizes the distributions of pre-activation states in the following layers in
both mean and variance, thus drastically reducing any covariate shift. We illus-
trate this by comparing the pre-activation variance of the last layer in SMCN
networks, using tanh and αtanh, in Fig. 2B. Without adaptive scaling, the vari-
ance of pre-activations increased throughout training for all layers and all tested
activation functions. With adaptive scaling, the standard deviations typically
converged to a value between 0.5 and 5 early on in training, and remained stable
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at this value for the remainder of the training procedure. At the same time,
pre-activation means were kept stable at less than a standard deviation from
zero.

We take from this that adaptive scaling acts as a normalization technique,
similar to batch normalization [12] or layer normalization [3]. In contrast to
these, however, adaptive scaling doesn’t require any explicit calculations of vari-
ance or other statistics, or keeping track of running averages in inference, and
does not depend on batch or layer size. It also allows the network to optimize the
statistics of the neurons’ input distributions. That being said, our analysis does
not allow us to infer whether or not the realized distributions actually consti-
tute an optimum for the required computation in a given layer. If an activation
function is a homogeneous function of degree 1 (scale-invariant; e.g., ReLU), the
network performance would likely not be influenced by the variance of the pre-
activation’s distribution, but may still be affected by shifts of the mean, which
are also mitigated by adaptive scaling. We consider an in-depth analysis of such
self-organizing processes, as well as further exploration of this principle for deep
networks highly desirable, but out of scope for this work.

Turning to ABUs, we observe the same normalizing effect on the pre-
activation statistics of succeeding layers. As illustrated in Fig. 2C, ABUs realize
a layer’s overall downscaling in multiple ways. In the first convolutional layer, for
instance, the weights unanimously decrease and mostly converge towards values
close to zero. At the end of training, the identity and ReLU have arrived at
effectively zero, while the final activation function is mostly a mixture of ELU
and tanh. By contrast, the first dense layer achieves the overall downscaling of
positive inputs by subtracting ReLU from a mixture of ELU and Swish. In both
cases, the resulting function is rather flat, pushing the activations (layer out-
put) closer to zero. These different compositions of blending weights translate
into substantially different shapes of the resulting ABU (see Fig. 2D). But while
the variation of the ABUs’ shape across layers is substantial, their shape within
each layer is remarkably consistent over repeated runs, as indicated by a mean
standard deviation of σ

αij
mean = 0.010 per layer and blending weight. This con-

sistency, in conjunction with the good performance figures achieved by ABUs,
lead to the conclusion that the learned shapes are meaningful with respect to
the computations performed in the network.

In summary, while adaptive scaling stabilizes the pre-activation statistics of
succeeding layers, the learned shapes of the resulting functions are meaningful, as
well. Moreover, both adaptive scaling and an adaptive shape were found to yield
improvements in performance for image classification tasks with convolutional
networks.

4 Normalized Blending Weights

So far, we focused on adaptive scaling as an integral part of ABUs. In order
to better understand the effects of shape in ABUs, we conducted an additional
experiment, in which we normalized the blending weights of the ABUs in four
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Table 2. Performance comparison (percentage correct): ABU and the normalized
ABUabs, ABUnrm ABUpos, and ABUsoft by task, optimizer and network architecture.
Table shows mean values of 30 runs plus standard errors per configuration, as well
as mean rank across all six configurations. Highest performing activation function per
column in bold.

Network SMCN SMCN10 SMCNS SMCNBN SMCN SMCN Mean

RankOptimizer Adam Adam Adam Adam Momentum Adam

Task CIFAR10 CIFAR10 CIFAR10 CIFAR10 CIFAR10 CIFAR100

ABU 83.12 ± 0.06 84.70 ± 0.06 76.19±0.11 80.63 ± 0.09 83.12 ± 0.06 52.17±0.08 2.5

ABUnrm 82.82 ± 0.07 84.18 ± 0.07 75.99 ± 0.10 81.39 ± 0.07 83.29±0.06 51.88 ± 0.10 3.7

ABUabs 83.14±0.08 84.95±0.06 76.07 ± 0.16 81.17 ± 0.08 82.32 ± 0.05 52.16 ± 0.07 2.7

ABUpos 82.90 ± 0.05 84.05 ± 0.06 76.10 ± 0.11 81.44 ± 0.07 83.26 ± 0.06 51.90 ± 0.09 3.2

ABUsoft 82.54 ± 0.07 84.63 ± 0.05 76.18 ± 0.07 81.51±0.06 82.09 ± 0.05 52.10 ± 0.08 3.0

different ways, taking away their ability to scale the layer output by overall
increases or decreases of the blending weights.

4.1 Methods

The following four methods of normalization for ABUs were used: ABU nrm

denotes the case where a layer’s blending weights are normalized to sum up to 1
(
∑

j αij = 1). The normalization was implemented as part of the graph, divid-
ing the blending weights by their sum, before applying them in the respective
ABU. Similarly, in ABU abs, we divided the raw blending weights by the sum of
their absolute values, thus keeping the sum of the absolute values of the blend-
ing weights at 1 (

∑
j |αij | = 1). Note that under this constraint, scaling is still

possible, albeit not independent of the resulting shape: By having similar acti-
vation functions cancel each other out with blending weights on either side of
zero, functions can be constructed that return only a fraction of the input, or
even zero, for all positive values. We decided to include this form of normaliza-
tion in the test to provide a more complete account of possible normalizations.
In ABU pos, any negative values are clipped before normalization, such that all
blending weights are strictly positive (

∑
j αij = 1; αij > 0). Finally, in ABU soft,

we realized the same constraint (all-positive and normalized) by applying soft-
max normalization to the blending weights. With the exception of ABUabs, none
of the normalized versions of ABUs can realize an overall scaling of the result-
ing functions for positive input values. For the experiments, we used the same
network and task configurations as in the previous section.

4.2 Performance and Analysis

The results of our performance tests are reported in Table 2. All five versions of
ABUs showed remarkably similar performance throughout the tested task and
network configurations - the average gap between the best and weakest per-
forming ABU in a given setup is a mere 0.63%. In terms of mean rank, ABU
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and ABUabs lead the field, and are thus the two most robust configurations.
However, none of the other three versions fell far behind. We again used the
default setup (vanilla SMCN, Adam, CIFAR10) for an analysis of the blending
weights and their effects on the succeeding pre-activations. We found ABUabss to
behave much like unconstrained ABUs, implementing adaptive scaling, keeping
the layer statistics constant over the course of training, thus mitigating covari-
ate shift. Despite the fact that the scaling imposes constraints on the shape
of the resulting function (as outlined above), ABUabs performed very similarly
to unconstrained ABUs in most settings. By contrast, but very much expect-
edly, ABUnrm, ABUpos, and ABUsoft, were unable to keep the layer statistics
at constant levels, and a considerable covariate shift akin to that in fixed acti-
vation functions was observed. Interestingly, this appears to have only a minor
impact on performance, and they were able to keep up with, or even outperform
unconstrained ABUs in some of the tested settings. The good performance of
normalized ABUs in our tests is in line with [20], who found very similar or iden-
tical units1 to outperform common activation functions in MNIST, CIFAR and
ImageNet tasks, using widely used network architectures, such as AlexNet and
ResNet-56. In conclusion, while ABUs generally apply adaptive scaling when pos-
sible, the ability to learn the function’s shape by itself already helps to improve
network performance beyond the level of the established activation functions
they are comprised of.

5 Pre-training Scaling and Blending Weights

Finally, we investigated for both adaptive scaling and ABUs, whether or not the
adaptiveness of scaling and blending weights by itself is an important factor for
the overall performance of the network, and if the performance could possibly
be further improved by using pre-trained weights. To this end, we set up an
experiment with two main conditions. In both of them, we initialized the net-
works with the final scaling or blending weights of a preceding run. We then
fixed these values after initialization in one condition, while keeping them adap-
tive in another. In case of ABUs, it is conceivable that the shape of the function
at the end of training would be ideal, while the scaling may be too low at the
beginning of a new run. Therefore, we added two more conditions akin to the
main condition and only for unconstrained ABUs, in which we normalized the
pre-trained blending weights after initialization, thus keeping the learned shape,
while resetting the learned scaling. All tests were based on the default setup
(vanilla SMCN, Adam, CIFAR10).

The results are shown in Table 3. For αtanh and αReLU, initializing the scal-
ing weights at the predominantly low final values of a preceding run helped to

1 With respect to the constraints, the affine() units in [20] are equivalent to ABUnrm,
and their convex() units are equivalent to ABUpos. Unfortunately, the authors did
not provide details with respect to their implementation, so we cannot say whether
or not the implementations are equivalent.
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Table 3. Performance (percentage correct) after initialization of scaling/blending
weights α at the final values of a preceding run, i.e., after 60000 steps. Additionally for
ABUs: Pre-trained weights normalized at initialization to avoid too low initial scaling.
Highest performing treatment of scaling and blending weights per activation function
(row) indicated in bold.

Network SMCN SMCN SMCN SMCN SMCN

Optimizer Adam Adam Adam Adam Adam

Task CIFAR10 CIFAR10 CIFAR10 CIFAR10 CIFAR10

α init 1
m Pre-trained Pre-trained Pre-trained (norm.) Pre-trained (norm.)

α trainable � – � – �
αtanh 79.07 ± 0.07 79.60 ± 0.07 79.71±0.06 – –

αReLU 79.23 ± 0.15 79.62 ± 0.11 79.77±0.09 – –

αELU 82.60±0.06 79.45 ± 0.15 81.22 ± 0.10 – –

ABU 83.12±0.06 80.93 ± 0.15 82.02 ± 0.15 80.99 ± 0.12 82.88 ± 0.06

ABUnrm 82.82±0.07 78.88 ± 0.08 81.78 ± 0.14 – –

ABUabs 83.14±0.08 79.80 ± 0.24 82.42 ± 0.21 – –

ABUpos 82.90±0.05 78.93 ± 0.07 81.45 ± 0.16 – –

ABUsoft 82.54± 0.07 82.69±0.05 81.69 ± 0.08 – –

improve performance. In both cases, runs with fixed pre-trained αi already sur-
passed the performance of the preceding run, but keeping them adaptive over the
course of training led to further improvements. The fact that fixed pre-trained
scaling weights yielded an increase in performance suggests that the initial vari-
ance of weights in the weight matrices (derived using He initialization), may not
have been ideal as initial conditions, despite resulting in pre-activation variances
of about 1. αELU, by contrast, substantially lost performance after initialization
with pre-trained scaling weights, irrespective of whether or not they were fixed
or adaptive throughout the run. With the exception of ABUsoft, the same was
the case in all versions of ABUs, where fixed blending weights, in particular, led
to sizable drops in performance of up to four percent. ABUsoft, being the excep-
tion to this rule, improved slightly for fixed pre-trained blending weights, but
lost performance with adaptive pre-trained blending weights. Normalizing the
unrestricted ABU blending weights after initialization with pre-trained values
led to improvements over non-normalized pre-trained blending weights, but the
default setup with initialization at 1

m still performed best. Overall, we found all
but one of the tested activation functions to perform best, when the blending
weights were kept adaptive, as opposed to fixed after initialization. These results
suggest that in both adaptive scaling and ABUs, much of the gained performance
is won by keeping the scaling and/or shape adaptive. Moreover, the fact that
this applies also to most normalized versions of ABUs indicates that there may
not be any single optimal shape for an activation function in a given layer.



48 L. R. Sütfeld et al.

6 Limitations

In the following, we briefly highlight two noteworthy limitations of this work.
Firstly, the ABUs presented here are based on five distinct activation functions,
chosen for their prevalence in literature (e.g., ReLU), their standalone perfor-
mance (e.g., Swish), and to generate a wide range of achievable shapes (e.g.,
tanh). We believe that a more principled approach to the choice of activation
functions used in ABUs might reveal even higher-performing combinations. Due
to limited computing resources, we were not able to perform an exhaustive search
for optimal combinations of activation functions. Similarly, an in-depth overview
of theoretical considerations concerning optimal blends was not provided here,
but should be pursued in future work. Secondly, we have so far only evaluated our
approach on supervised learning task from the field of computer vision. Future
work on this topic should further include experiments based on other applica-
tions of deep learning, such as time-series prediction or reinforcement learning.

7 Conclusion and Outlook

In summary, we introduced Adaptive Blending Units (ABUs), and analyzed
adaptive scaling for common activation functions. We found robust performance
advantages of both approaches over established activation functions in a range of
tasks and network architectures. In adaptive scaling, the performance advantages
could be traced back to stabilized pre-activation statistics during training, mit-
igating covariate shift. The same behavior was found for unconstrained ABUs,
while normalized ABUs reached similar levels of performance without the ability
to significantly scale the layer output. Our results suggest that the adaptiveness
of the shape over the course of training may play a major role in this, as well,
as opposed to simply converging to some ideal shape.

With respect to adaptive scaling, a logical next step would be to introduce a
shifting parameter per layer, to allow the network to further optimize the input
distributions to the activation functions, and to move this learned normalization
in front of the activation: f(αi·(x+βi)). This form of self-organized normalization
could be explicitly combined with ABUs, thus detaching the handling of layer
statistics from the shape of the activation function. Recurrent networks may be a
particularly interesting field of application for self-optimization of layer statistics,
as it should, in principle, mitigate some of the issues associated with explicit
normalization techniques. Interestingly, adaptive scaling has been discussed for
neural populations outside of the field of deep learning and proven helpful in
maintaining stable output distributions [17,24]. Beyond this, an increase in the
number of distinct ABUs within a layer may yield further improvements in
performance, as well as a systematic search for high-performing sets of activation
functions in ABUs.
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Abstract. Prediction of current-voltage characteristics of chemical PbPc sensors
with different inter-electrode separation using Neural Networks is carried out
successfully. The main purpose of the work is to determine in advance device
properties such as current and voltage based on available test data, without the
need to build the device. Thus, modification of the design can be carried out
based on the optimized and predicted values produced by the Neural Networks
model. The produced devices have capabilities to detect small amounts of NO2,
which is considered a hazardous gas emitted by various vehicles and can cause
undesirable pollution. The used Weight Elimination Algorithm (WEA), proved
that as the inter-electrode separation increases, the injected current as a function
of applied voltage will also increase, due to more available surface area of vacuum
sublimed PbPc material. Also, the response showed non-linearity at larger inter-
electrode separations due to separation values and increased bulk interaction effect
in addition to the surface interaction of charge transfer. The main benefit of Neural
Networks model is to predict values resulting from complex mechanisms, which,
otherwise hard to evaluate and model.

Keywords: Chemical sensors · Neural Networks · Prediction · Intelligent
transportation systems · Smart cities

1 Introduction

Gas adsorption on the surface of organic materials will have a notable effect on the
electrical properties of such materials. The electrical characteristics of an organic mate-
rial that contains transitional, heavy central atom will suffer large change due to vapor
adsorption on the organic material surface, as a result of chemical interaction between
the adsorbed gas and the adsorbing organic material.

Chemical vapors adsorbed by Phthalocyanines surface due to interaction with
detected chemicals, will evidently affect their electrical conductivity, hence a change
in their current-voltage characteristics. The interaction comprises formation of bonds
between the adsorbed chemical vapors and the sublimed organic material through charge
transfer mechanism. Such charge transfer mechanism occurs both on the surface and in
the bulk, through charge injection process. Phthalocyanines are mainly p-type semicon-
ductors and have good stability reacting to chemicals and heat. In addition, Phthalocy-
nanies are easily sublimed, leading to high purity thin films [1, 2]. The physicochemical
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properties can be altered by changing the metal ion. When substituting with Pb, the
resulting organic devices could have different molecular plan orientation, which affect
their overall characteristics.

PbPc regarded as one of the most sensitive and stable among the MPc organic com-
plexes. Its high sensitivity and selectivity is mainly confined to strongly accepting, elec-
trophilic gases such asNO2 and generalNOx, and has high stability and reproducibility of
electrical characteristics. PbPc films which consist of amorphous and/or polycrystalline
states can be implemented as carrier transport layers in organic devices.

It is important to have low cost, flexible electronic devices based on organic thin film
technology, such as Lead-Phthalocyanines to implement chemical and odor detection
functionalities. Such applications are supported by the drive to develop and apply the
concept of Electronic Noses. Lead-Phthalocyanines complexes have capabilities for
applications in different areas of gas and odor detection in addition to other photoelectric
applications. Thus, PbPc can be used in the build of an Electronic Nose for detection of
gaseous substances, in particular NO2. Such a device produces fingerprints by capturing
and analyzing the adsorbed chemical vapor [3–5].

By processing the obtained signal as a result of chemical interaction, the constituent
substance(s) would be recognized and classified. Such functionality is important in
many environmental, quality and security control systems applications, as in intelligent
transportation systems to detect vehicles emission of NO2, and in monitoring of smart
cities environment against factory emission, and commercial goods carrying vehicles
that runs on diesel fuel. The software processes the obtained signals, and filter out
unnecessary information and performs pattern recognition using algorithms such as
Back Propagation, Weight Elimination and many others [6–17].

In this work, the current-voltage (I-V ) characteristics for PbPc chemical sensor
devices with various inter-electrode separation is presented. The work is supported by
Neural Networks (weight Elimination Algorithm) to optimize tested devices character-
istics and to predict current-voltage behavior using other inter-electrode separations for
similar design of PbPc chemical sensor devices.

2 Materials and Methods

Lead Phthalocyanaine (PbPc) chemical sensors produced through vacuum sublimation
on Sapphire substrate and by usingGold electrodes. Each substrate hosted three chemical
devices with an overall area of 1.6 cm2 as shown in Fig. 1. Each device, is packaged
with external contacts to be mounted on the testing board.

PbPc Film

AU Electrode

Inter-Electrode Separation

AL2O3 Substrate

Fig. 1. PbPc chemical sensor
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A testing chamber was designed to obtain the current-voltage characteristics with
data acquisition interface to computing facilities as shown in Fig. 2. The testing system
performed sensor testing under temperature control with gas and chemical disposing
facility. Sensors placed on a plate that is inserted into the testing chamber, thus enabling
multi sensor testing. A mass flow control system is used to supply the required NO2
concentrations with disposal facilities.

PbPc Sensor 
Array

Signal 
Processing and 
Interface Unit

Data Processing 
and Display

NO2/Air

Fig. 2. Chemical sensors testing system

The obtained data, are stored and form an input to the neural networks algorithm to
predict current-voltage values for other inter-electrode separation and to optimize the
obtained data for other values of currents and voltages that were not part of the testing
process.

Weight Elimination Algorithm (WEA) is employed as an effective Neural Networks
algorithm in order to enable current-voltage prediction and curve optimization using the
model shown in Fig. 3, where testing data from two devices with different inter-electrode
separation is used for training.

Inter-Digital Separation 1

Inter-Digital Separation 2

Applied Voltage

Injected Current

Fig. 3. WEA training and testing model

Weight elimination describes the dynamic changes in neural network convergence
through error functions. The overall weight elimination error function is shown inEq. (1),
while Eqs. (2) and (3) describe the terms used for the overall error computation to achieve
convergence and optimum prediction.

EWE = Estart + Epenalty (1)
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Where;
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Where;

EWE : The combined Start function that includes the initial Error function, Estart and the
weight-elimination term Epenalty.
β: The weight-reduction factor,
wi,j: Represents the individual weights of the neural network model.
wN : A scale parameter computed by the WEA.
dj: The desired Output.
oj: The actual Output.

3 Results

Table 1 shows testing results for two PbPc devices with 5 µm and 15 µm inter-electrode
separation. The obtained values are used to train the WEAmodel in Fig. 3, while Figs. 4
and 5 show the I-V characteristics of each device.

Table 1. I-V testing results for two Lead-Phthalocyanine (PbPc).

Applied voltage (mV) Injected current (pA)

Ia
5 µm

Ib
15 µm

000 0.00 0.00

200 4.90 19.0

250 5.54 21.4

300 6.10 23.3

350 6.72 26.7

400 7.54 29.7

450 7.85 30.9

500 8.47 32.2

550 9.10 33.4

600 9.68 34.1
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Fig. 4. I-V curve for 5 µm PbPc sensor
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Fig. 5. I-V curve for 15 µm PbPc sensor

4 Discussion and Conclusion

Table 2 shows the testing results using theWEANeural Networksmodel shown in Fig. 3,
while Fig. 6 shows the I-V characteristics for the predicted device of 10µmPbPc sensor,
with Fig. 7 showing a comparison of three devices response based on prediction and new
optimized applied voltage range. Both 5 µm and 15 µm used in the training process,
whilst the 10 µm device was predicted. Also the response for 100 mV and 150 mV is
used in the prediction process and was not part of the test.

By scaling and examining the previous figures as shown in Figs. 8 and 9, it is clear
that for inter-electrode separations of 5 µm and 10 µm, the conductivity process can
be regarded as linear, where surface interactions dominates with the presence of some
non-linearity due to impurities and electrodes contacts, while, Fig. 10, which presents
I-V characteristics of 15 µm inter-electrode separation PbPc sensor, clearly indicates
non-linear behavior, which is due to the effect of bulk and surface interactions combined.
Figure 11 shows comparison between all three PbPc sensors.
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Table 2. Predicted and optimized I-V testing results for three PbPc sensors.

Applied voltage (mV) Injected current (pA)

Ia
(5 µm)

Ib
(15 µm)

Ic
(10 µm)

000 0.00 0.00 0.00

100 3.73 9.21 5.60

150 4.31 15.1 6.47

200 4.85 18.9 7.30

250 5.50 21.3 8.30

300 6.02 23.2 9.03

350 6.65 26.5 9.98

400 7.47 29.6 11.2

450 7.77 30.8 11.7

500 8.40 32.0 12.6

550 9.02 33.2 13.5

600 9.60 33.9 14.4
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Fig. 6. Predicted I-V characteristic for 10 µm PbPc sensor

Figures 12 and 13 show a comparison between the measured values and predicted
values of the injected current usingWeight Elimination Algorithm. The predicted values
show very close approximation to the testing ones, hence, a very good confidence in the
obtained values for other inter-electrode separations is achieved.

The used WEA algorithm contributed in three ways:

1. Extended the range of applied voltage to enable testing the devices using other values
of voltages without having to subject them to test.
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Fig. 8. Predicted and scaled I-V characteristic for 5 µm PbPc sensor

2. Enabled the prediction of I-V characteristics of other similar devices with various
inter-electrode separations.

3. Provided a good insight into the I-V behavior of large inter-electrode separations,
which in this work shows that above 10 µm separation, the response will display a
non-linear characteristics due to bulk charge transfer effect.

The mentioned achievement is very important in terms of response optimization and
more so in terms of enabling design changes based on intelligent correlation, prediction,
and modeling of complex conduction mechanism known to occur in organic materials
and specifically in metal-substituted Phthalocyanines, such as PbPc.
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Fig. 9. Predicted and scaled I-V characteristic for 10 µm PbPc sensor
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Fig. 10. Predicted and scaled I-V characteristic for 15 µm PbPc sensor
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Abstract. The issue of security is a continuous struggle for all. To address this
struggle, it is pertinent to reliably detect deception. To reliably detect deception is a
knotty task as no ideal technique has been found for the detection. According to lit-
erature, past researches focused on single cue, it was observed that combining cues
will significantly be a good indicator of deception that using a single cue. Since no
single verbal or non-verbal cue is able to detect deception successfully the research
proposes to combine verbal and non-verbal cues for the detection. Therefore, this
research aims to develop a neurofuzzy model for classifying extracted verbal and
nonverbal features as deceptive or truthful. The proposed system extracted desired
features from the dataset of Perez-Rosas. The verbal cues include the voice pitch,
jitters, pauses, and speechrate. The PRAAT was used in extracting all the verbal
cues. The nonverbal features were extracted using the Active ShapeModel (ASM)
and the classification Model was designed using Neurofuzzy technique. The work
was implemented in 2015a MatLab. The developed model was compared with
Support VectorMachine (SVM), K-Nearest Neighbour (KNN) andDecision Tree.
Neurofuzzy recorded the best performance with the Nonverbal dataset (percent-
age score of 97.1%), KNN performed well with the Verbal dataset (percentage
score of 90.9%) while Decision Tree performed best with the VerbNon dataset
(percentage score of 97.6%). From the comparative analysis it was discovered
that Neurofuzzy model work well on Nonverbal dataset to detect deception. The
result obtained using only verbal cue was 84.3% while that of nonverbal cue was
97.1% but on VerbNon it yielded 92.5% which is far better than the chance level
of 50%.

Keywords: Neurofuzzy · Verbal cues · Nonverbal cues · SVM · KNN · Decision
tree · VerbNon cues

1 Introduction

Deception is as old as man and detecting it remains a daunting task [1] as no ideal
technique has been found for the detection [2]. Studies revealed that the outcome of
detecting even for experienced investigators is 50/50. Studying the nonverbal (psycho-
logical) and verbal (speech) cues of deception helps in increasing the success rate of
detection. Lying requires the deceiver to keep the fact straight, make the story believable,
and be able to withstand scrutiny. In [1], it was stated that when individuals tell the truth,
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they often make every effort to ensure that other people understand while liars on the
other hand attempt to manage peoples’ perceptions. Consequently, people unwittingly
signal deception via nonverbal and verbal cues (Cues are those indicators or variables
that can be observed and measured and are believed to be indicative of deception). They
stated further that no particular nonverbal or verbal cue evinces deception. As the strug-
gle for a perfect method for detecting deception continues, there are disagreements that
exist among those studying deception as to how the term should be defined. To resolve
this issue an attempt is made to integrate the views of most influential scholars in the
field to formulate a comprehensive and clear-cut definition of deception.

As a concept in most fields, deception has been defined in many ways. The authors
in [3] defined it as “the communication of altered information so as to change another’s
perceptions from what the deceiver thought they would be without alteration”. This
definition specified the acts of lying as information alteration. However, the deceiver
could act differently to mislead the receiver, for example, by concealing information. In
1986, [4] defined deception in a general way as “a false communication that tends to
benefit the communicator”. One flaw in this definition according to [5] was that some
attributes of deception was not implicit. The author in [6] defined deception as “one
person intends to mislead another, doing so deliberately, without prior notification of
this purpose, and without having been explicitly asked to do so by the target”. This
definition explicitly stated that deception is an intentional action. In 1996 [7] defined
deception more precisely and concisely as “a sender’s knowingly transmitting messages
intended to foster a false belief or conclusion in the receiver”. Rather than focusing on
the act itself, they judged deception on the basis of the deceiver’s motivations in an
interpersonal communication context.

The author in [8] defined deception elaborately as the deliberate attempt to hide,
formulate, manipulate in any other way, factual or emotional information, by verbal
and/or nonverbalmeans, in order to create ormaintain in another or others a belief that the
communicator himself or herself considers false. While [9] simply stated that deception
is the act of deceiving and [10], a notable scholar in the field of deception defined the
concept as “a successful or unsuccessful deliberate attempt, without forewarning, to
create in another a belief which the communicator considers to be untrue”.

From the definitions above, deception can be seen to include several types of inter-
actions or concealing that serve to change or leave out the complete truth. It can also be
deduced that, with deception, purpose is vital as it differentiates between deception and
an honest mistake.

The question that remains a subject of controversy and which this research will tend
to address is whether deception can reliably be detected through verbal or nonverbal
means or a combination of both.

2 Related Works

Detecting deception has been an issue in scientific research as no single cue can reliably
detect deception [5, 10]. Human investigators perform a little better than chance and as
such a reliable means to effectively detect deception becomes paramount.

The authors in [2] studied the behaviour of people in the process of telling the truth
and when lying. Their research results show that liars are less informative than truth
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tellers, and they tell less convincing tales. The researcher also reported that liars make
a more negative impression and are tense. However, behaviours showed no discernible
links, or onlyweak links, to deceit.Cues to deceptionweremorepronouncedwhenpeople
were motivated to succeed, especially when the motivations were identity relevant rather
than monetary or material. Cues to deception were also stronger when lies were about
transgressions. These cues are verbal and nonverbal. Verbal cues are linguistic patterns
exhibited in spoken messages while nonverbal cues are leakages or deformations that
occur in the body channels of the deceiver.

The work of [11] examined certain systematically identifiable segments—called
CRITICAL SEGMENTS—that bear propositional content directly related to the topics
of most interest in the interrogation. They augmented the approach with techniques for
adjusting the class imbalance in the data. The results, asmuch as 23.8% relative improve-
ment over chance, substantially exceed human performance at the task of TRUTH and
LIE classification. Further, models generated using these segments employ features con-
sistent with hypotheses in the literature and the expectations of practitioners [12] about
cues to deception.

The authors in [13] stated that since some cues (micro expressions) appears in a
microseconds, detecting deception by trained and untrained professionals becomes a
little better than chance. They stated further that creating or developing an automated
tool that will help in flagging these deceptive cues is paramount.

In [14], the authors outlined three basic cues that are associated with deception. They
are: the verbal cue, nonverbal and the word cues.

In 2006 [15] focused on how the behaviour of previously unseen persons can be
charted using back-propagation neural network. The work was carried out using a sim-
ulated theft scenario where 15 participants were asked to either steal or not to steal
some money and were later interviewed about the location of the money. A video of
each interview was presented to an automatic system, which collected vectors con-
taining nonverbal behavioural data. Each vector represented a participant’s nonverbal
behaviour related to “deception” or “truth” for a short period of time. These vectors were
used for training and testing a back-propagation ANN which was subsequently used for
charting the behavioural state of others.

In [16] the authors in their work address the question pertaining to the nature of
deception language. The research aimed at the exploration of deceit in Spanish writ-
ten communication. The work designed an automatic classifier based on Support Vector
Machines (SVM) for the identification of deception in an ad hoc opinion corpus. In order
to test the effectiveness of the LIWC2001categories in Spanish, the authors drew a com-
parison with a Bag-of-Words (BoW) model. The results indicate that the classification
of the texts was successful. They concluded that the findings were potentially applicable
to forensic linguistics and opinion mining, where extensive research on languages other
than English is needed.

The authors in [17] developed and implemented a system for automatically iden-
tifying deceptive and truthful statements in narratives and transcribed interviews. The
research focused only on verbal cues to deception for this preliminary research, without
considering prosodic cues. The authors describe a language-based analysis of decep-
tion that were constructed and tested using real-life data such as criminal narratives,
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police interrogations and legal testimony. The experiment involved two components: a
set of deception indicators that were used for tagging a document and an interpreter that
associates tag clusters with deception likelihood. The researchers tested the analysis by
identifying propositions in the corpus that could be verified as true or false and then
comparing the predictions of our model against this corpus of ground truth. The analysis
achieved an accuracy of 74.9%.

The authors in [18] examined the effect of lying and telling the truth on cognitive
load. The lie detector tried increasing the differences between lying and truth telling
by introducing mentally taxing interventions. The authors assumed that more cognitive
resources are required when they lie than when they are telling the truth. To support the
claim, the authors provided empirical support for the approach. Their result showed that
observers can discriminate better between liars and truth tellers when they are subjected
to mentally taxing situations.

3 System Design

Since no single cue can reliably detect deception, forming a hybrid of verbal and non-
verbal cues will help in detecting deception to a reasonably degree. The authors in [19]
presented a multimodal deception detection model using real-life occurrences of deceit.
The dataset they used in carrying out their research were recordings from public real-
life trials and street interviews. The analysis of nonverbal behaviours in deceptive and
truthful videos brought insight into the cue that play a major role in deception. They
built classifiers relying on individual or combined sets of verbal and nonverbal features
and achieve accuracies in the range of 77–82%. Their automatic system outperforms the
human detection of deceit by 6–15%. This current research makes use of the dataset of
Perez-Rosas.

In extracting the Nonverbal features, four steps are considered:

(1) face model formation for the purpose of locating the face,
(2) eye brow,
(3) blink detection and length measurement, and
(4) lip movement detection.

The face model is formed by the Active Shape Model (ASM). Active shape model
is a different kind of object detection that is not template based. Template based model
is for rigid objects like licence plate detection. ASM is a model that does not have a
fixed shape but deforms to fit the object in question. In forming the shape model lots of
training examples were collected (in this case, different faces) and the correspondence
for each of the training examples were formed. Since all the shapes may not be properly
aligned, the shapes were translated to be centred at the origin (0, 0). The dimension was
reduced using Principal Component Analysis.

After various transformation, any shape Z can then be approximated using:

Z = μ + Pb (1)

where b is the model parameters, P = V1,V2 . . .Vk . The modes of V can correspond to
shaking, smiling or nodding.
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The ASMwas used in getting the facial landmarks, after that the features correlating
to eyebrow, eyeblink, nose and mouth were extracted and the data points aggregated
using Eq. 3 through 6.

After the face model has been localized, the next step is to carryout blink detection.
In doing this each eye is represented by 6 coordinated as shown in Fig. 1.

Fig. 1. Eye coordinates

The value between the height and the width of the eye is computed as:

Eb = ‖p2 − p6‖ + ‖p3 − p5‖
2‖p1 − p4‖ (2)

a) Data Points Aggregation
The data points representing each cues/features of interest are aggregated to form a

single data point. In Active Shape model, landmarks representing the cues are labelled
starting from the jaw outline as shown in Fig. 2. The average for each point representing
a landmark is calculated and the value stored. The process is repeated for all landmarks.
Equations 3 to 6 show the mathematical representation of the process, which correspond
to steps 2 to 4.

Eye blinking(Eb) :
If X ∈ {37, . . . , 48} then

Eb =
∑48

i= 37
Xi/12 (3)

Where Xi are the data points representing the eye.

Lipmovement (Lm) :
If X ∈ {49, . . . , 68} then
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Fig. 2. 68 facial coordinate points/index

Lm =
∑68

i= 49
Xi/20 (4)

Eyebrowmovement (Em) :
If X ∈ {18, . . . , 27} then

Em =
∑27

i=18
Xi/10 (5)

Nose movement (Nm) :
If X ∈ {28, . . . , 36} then

Lm =
∑36

i= 28
Xi/9 (6)

The values gottenwere saved in an excel file andwas imported intoMatlabworkspace
for training and testing the neurofuzzy model.
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3.1 Extracting the Verbal Features

The video clips were downloaded online. About 121 pieces voice data (deceptive and
non deceptive) were collected. Useful features from the data collected were automat-
ically extracted using Praat (A program designed to be used in Phonetics to analyse,
synthesize and manipulate speech) and the extracted features were saved as a single
excel document. The reason for using these cues for analysis resides in the fact that
they provide information about voice signal aperiodicity, stability, noise, and frequency
levels.

The verbal cues extracted are:

i. Pauses (average sentence length, averageword length, pausality): Pauses are defined
as within-speaker silences. The standard duration of normal human pauses is around
200–250 ms (Goldman-Eisler 1968). Anything outside this range is considered
questionable. Three linguistic variables (see Table 1) used to represent pauses are:
low (200–220 ms), normal (210–240 ms) and high (230–250 ms).

ii. Jitters: According to the threshold of pathology, a normal speaker’s jitter value
should not exceed 1.040% and even much smaller than it. For the purpose of this
research, jitter can assume any of the three values: low (90–99), normal (95–104)
and high (100–110).

iii. Speech rate: number of spoken words divided by the length of interview minus
latency period. Three linguistic variables used to represent Speechrate are: low
(133–160 wps), normal (147–174 wps) and high (166–188 wps).

iv. Pitch: is the perceived fundamental frequency of voice and it is the rate of vibration
of vocal folds. The range for male is 85–196 Hz while that of female is 155–334 Hz.
For the purpose of this research, pitch can assume any of the three values: minimum
(120–180 Hz), medium (150–210 Hz) and maximum (180–265 Hz).

Table 1. Degree of membership for verbal cues

S/N Linguistic variables Linguistic terms

1 Pause Low (200–220), Normal (210–240), High (230–250)

2 Jitter Low (90–99), Normal (95–104), High (100–110)

3 Speechrate Low (133–160), Normal (147–174), High (168–188)

4 Pitch Minimum (120–180), Medium (150–210), Maximum (180–265)

Pitch Extraction: All the information of fundamental frequency were stored and rep-
resented by PitchTier. PitchTier is one of the types of objects in PRAAT. The object
represents a time-stamped pitch contour, that is, it contains number of (time, pitch)
points, without voiced/unvoiced information.

In the course of this research, the interval was set as 0.01 s which means pitch value
was extracted after every 0.01 s.
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Praat uses the autocorrelationmethod for pitch analysis. The relation (Eq. 7) performs
acoustic periodicity detection on the basis of an accurate autocorrelation method.

rx(τ ) ≈ rx,w(τ )/rw(τ ) (7)

Where rx(τ ) represents autocorrelation of the original signal, rx,w(τ ) is the
autocorrelation of the windowed signal and rw(τ ) is the autocorrelation of the window.

The method calculates the dot product of the original signal and a shifted version.
The autocorrelation function r(τ ) of a signal with time lag τ is defined as:

r(τ ) = 1

N

N−1∑

n=0

x(n)x(n + τ) (8)

Jitters Extraction: Jitter is the perturbation in the vibration of the vocal chords. It is
known as Period-to-period fluctuations in fundamental frequency (F0). This causes the
variation of the fundamental frequency in different cycles.

ᾱ = 1

N

∑N

i= 1
αi (9)

αi is any cyclic parameter (amplitude, pitch period, etc.) in the ith cycle of the
waveform, N is the span of cycles and ᾱ is the arithmetic mean.

The fundamental frequency perturbation is defined as the average of the absolute
values of all these differences normalized to percentage:

jitter = 100

(N − 1)ᾱ

∑N

i= 2
|αi − αi−1| (10)

αi is the fundamental frequency

Like the pitch extraction, jitterwas automatically extracted byPraat. Jitter can assume
any of the four different values which are: local, rap, ppq5 and ddp. In this research, the
local was used because the range of values corresponded with that of the one given in
pathology. This is the average absolute difference between consecutive periods, divided
by the average period. The value of 1.040% was given as a threshold for pathology.
According to the threshold of pathology, a normal speaker’s jitter value should never
exceed this threshold and even much smaller than it. The jitter values are all around 100
times smaller than 1. The threshold value for jitter in this research is 1.04%, any value
greater than this is considered deceptive.

Pause Extraction: Pause is defined as a temporary stop or interruption in speech.
The pause was extracted using Eq. 11.

Pa = Tt − Pt (11)

Where Pa is the total number of Pauses, Tt is Total length of time taken for the
suspect to talk, Pt is the phonetic time (actual time taken to talk).
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Speechrate Extraction: Speech rate is the term given to the speed at which one speaks.
It is calculated as the number of words or number of syllables spoken in a minute.
A normal number of words per minute (wpm/spm) can vary hugely.

The speechrate is extracted using Eq. 12.

Sr = Ns/Tt (12)

Where speechrate is denoted as Sr , number of syllables as Ns, and total time taken
as Tt .

Verbal Features Extraction using Praat
The verbal cue was extracted using Praat software. Since Praat does not work with
videos, the audio of the video clip was separated from the pictures so that Praat can
work with it. This conversion was done using Aura-video-to-audio converter. To convert
the video, the Aura application was launched. The video to convert was added using the
“ADD VIDEO” button, the output profile was selected to be.wav (Praat works with.wav
files). After adding the video, the “CONVERT” button was clicked and the video was
converted to an audio file with a.wav extension and stored in an output folder.

The conversion was done for all the video clips and stored in a separate file. At the
end of the conversion a total of 121 audio clips were saved.

When the Praat application is launched, the Praat object and picture comes up. The
Praat object window is where most workflows are started. The menu is used to open,
create and save files as well as to open the various editors and queries that are needed
to work with sound files. When working with sound files, most of the time is spent in
the editor. The editor can be accessed by selecting a sound in the object window and
choosing the “view and Edit” option.

a) Verbal Dataset
The truthful and deceptive dataset of the voice data was extracted separately and saved
in an excel file. Table 2 shows an extract of such dataset.

3.2 Nonverbal Features Extraction Using ASM

The ASM forms the shape model from various faces. Any other face can be estimated
using the landmark of the shape model formed. A landmark signifies discernible marks
surrounding most of the images being considered. An example is the location of the left
eye brow. Locating landmarks on faces is equivalent to locating facial features, because
landmarks mark out facial features.

In the video, there are 474 frames and the length of data in the frame is 68 corre-
sponding to 68 landmarks. After extracting the features, the spaces which represent the
region where the face was not correctly identified was padded with 0 or removed.

In this research, the facial features were identified using the index in Table 3 and
Fig. 2.

a) Nonverbal Dataset
From the raw dataset, the right eyebrow is represented from position 7 through position
12. Same also goes for the left eye, nose and mouth. The nonverbal dataset was then
computed from the mapped out facial region using Eq. 2 to 6.
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Table 2. Verbal dataset

Speech_rate Pitch Jitter Pause Index

95.95841383 52.54629 0.7999 0 truthful

95.26737176 51.99007 0.765511 0 truthful

96.8306235 53.58682 0.731528 1 truthful

201.2122137 54.97358 0.840025 1 truthful

207.7803527 57.4701 0.880852 1 truthful

210.1547062 60.04052 0.932103 1 truthful

212.0595008 62.09669 0.933631 1 truthful

215.0715231 63.48046 0.955346 1 truthful

210.94644 63.87905 0.956792 1 truthful

209.9535014 63.80526 0.968159 1 truthful

206.1360589 64.03211 0.962456 1 truthful

205.2846898 64.16806 0.9662 1 truthful

206.7106642 64.09926 0.964366 1 truthful

212.7881211 64.27191 0.966944 1 truthful

221.7198483 64.56968 0.950117 1 truthful

137.7344793 49.118 0.838323 1 deceptive

137.1625044 47.59344 0.882926 1 deceptive

136.0443925 46.17882 0.868546 1 deceptive

135.1238952 43.97337 0.870338 1 deceptive

134.2104025 40.9724 0.878724 1 deceptive

133.7743346 43.8647 0.877148 1 deceptive

133.4804245 49.63414 0.873736 1 deceptive

133.4552413 51.50273 0.85624 1 deceptive

133.1051573 50.23301 0.897468 1 deceptive

131.4918257 50.40496 0.871267 1 deceptive

129.8769295 55.91121 0.914085 1 deceptive

128.7771548 59.84788 0.886471 1 deceptive

127.5571773 61.6082 0.855681 1 deceptive

124.8008349 62.11977 0.787959 1 deceptive

122.1898551 62.17991 0.682049 1 deceptive

4 Neurofuzzy Model Implementation (ANFIS)

In MatLab environment, the ANFIS editor is started once the anfisedit command is
typed at the command line. The Sugeno’s inference mechanism is adopted withMin and
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Table 3. Facial feature index

S/N Feature Index

1 Mouth 48–68

2 Right eyebrow 17–22

3 Left eyebrow 22–27

4 Right eye 36–42

5 Left eye 42–48

6 Nose 27–35

7 Jaw 0–17

Max operators for implication and aggregation operations, respectively. Three linguistic
terms are used to describe the input and output variables. The Edit menu of the Fuzzy
Inference System makes possible the choice of membership function and fuzzy rules
formation.

The model was trained and tested using the verbal, nonverbal and combination of
verbal and nonverbal.

4.1 Training with Verbal Cues

The verbal dataset was divided into two sets, one set for training and the other set for
testing the neurofuzzy model. 933 dataset was used for training while 760 dataset was
used for testing the trained system.

The triangular membership function was adopted. The range of pause value for
linguistic terms low is (200, 210, 220), normal is (210, 225, 240) while high is (230,
240, 250), respectively.

The rule editor enables the formation of rules for reasoning process. The total rule
set formed is 81; this is evaluated from three (3) membership functions and four (4)
attributes of the verbal cues. The rule analysis viewer displays the surface view of the
cues. The rule analysis viewer displays the contribution of each cue to the result. The
values of the cues can be adjusted at the rule viewer window and the corresponding value
of the result will be displayed

4.2 Result Testing and Evaluation

The model was tested using dataset with known classification. Details of the analysis
are shown in the graph shown in Fig. 3. Nonverbal dataset have reduced training error
as well as reduce testing error.

Table 4 and Fig. 4 show the extracted confusion matrix for each of the datasets.

4.3 Performance of Different Classifiers on the Verbnon Dataset

The different datasets were passed through different classifiers to ascertain the per-
formance. For the Decision Tree, 847 data were correctly classified as truthful which
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Fig. 3. Training versus testing error across datasets.

Table 4. Confusion matrix for verbal, nonverbal and VerbNon dataset

Training Validation Test All

Nonverbal (N) 97.1% 97.2% 97.2% 97.1%

Verbal (V) 84.4% 86.6% 81.9% 84.3%

VerbNon 92.7% 92.8% 91.6% 92.5%
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Nonverbal (N)

Verbal (V)
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Fig. 4. Confusion matrix for verbal, nonverbal and VerbNon dataset
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corresponds to 97.8% while 26 were wrongly classified as deceptive corresponding to
4.9%. Also, 507 were correctly classified as deceptive representing 95.1% and 19 falsely
classified as truthful representing 2.2%.

Likewise for K- Nearest Neighbour classifier, 833 data were correctly classified as
truthful which corresponds to 96.2% while 17 were wrongly classified as deceptive
corresponding to 3.2%. Also, 516 were correctly classified as deceptive representing
96.8% and 33 falsely classified as truthful representing 3.8%.

Also, for SupportVectorMachine, 843datawere correctly classified as truthfulwhich
corresponds to 97.3% while 23 were wrongly classified as deceptive corresponding to
4.3%. 510 were correctly classified as deceptive representing 95.7% and 23 falsely
classified as truthful representing 2.7%.

Table 5 shows the performance of various classifiers on each of the datasets while
Fig. 5, 6 and 7 gives graphical representations of the performance. From the table, it is
observed that Decision Tree performs better than the others (97.6%) using a combination
of both cues. Using Nonverbal cues, Neurofuzzy performed better than the others with
percentage score of 97.1%. KNN perform better with Verbal cues having percentage
score of 90.9%.

Table 5. Comparative analysis of different classifiers on each dataset

SVM Decision tree KNN Neurofuzzy

Verbal cues

Overall
accuracy

89.2% 89.9% 90.9% 84.3%

Overall error 10.8% 10.1% 9.1% 15.7%

Total dataset
used

1693 1693 1693 1693

Nonverbal cues

Overall
accuracy

91.9% 93.5% 96.4% 97.1%

Overall error 8.1% 6.5% 3.6% 2.9%

Total dataset
used

5133 5133 5133 5133

VerbNon cues

Overall
accuracy

97.1% 97.6% 96.9% 92.5%

Overall error 2.9% 2.4% 3.1% 7.5%

Total dataset
used

1353 1353 1353 1353
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Fig. 5. Performance of classifiers on VerbNon dataset
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Fig. 7. Performance of classifiers on verbal dataset

5 Conclusion

Deception detection is an involved social issue because to successfully deceive the
deceiver has to formulate a story that is internally consistent while hiding emotions and
true intentions. Facial expressions and voice play a critical role in the identification of
deception as shown in this research. Previous research made use of only one cue but this
research made use of both verbal and nonverbal cues. The developed system was able to
perform better than chance and trained professionals with a result difference of 42.5%.

This work uses verbal, nonverbal cues and a combination of both cues to detect
deception. The verbal cues was extracted using Praat while the nonverbal was extracted
using Active ShapeModel. The classification was done using Neurofuzzy model and the
performance was compared with SVM, KNN and Decision Tree. Neurofuzzy recorded
the best performance with the Nonverbal dataset, KNN performed best with the Verbal
dataset while Decision Tree performed best with the VerbNon dataset.

The proposed system was implemented usingMatlab 2015a on window 7 with 2 GB
RAM. The extracted data was divided into training data and test data. The neurofuzzy
model was trained using the training data while the functionality of the model was
ascertained using the test data. At the end of the comparative analysis it was discovered
that Neurofuzzy model work well on Nonverbal dataset to detect deception. The result
obtained using only verbal cue was 84.3% while that of nonverbal cue was 97.1% but
on VerbNon yielded 92.5% which is far better than the chance level of 50%.
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Abstract. Structures, such as side orifices are used for controlling the flowwithin
a diversion channel or for directing the flow into one. In this study, an equation for
estimating discharge coefficient is introduced using “gene expression program-
ming” (GEP). In order to estimate the discharge coefficient, four dimensionless
parameters including ratio of depth of flow in main channel to the width of rect-
angular orifice (Ym/L), Froude number (Fr), the ratio of sill height to the width
of rectangular orifice (W/L) and the ratio of the width of the main channel to the
width of the rectangular orifice (B/L) are used to present five different models.
Therefore, the lacks of effect of each dimensionless parameter on the discharge
coefficient predictions are reviewed. The results obtained from the carried out stud-
ies indicated that the best model presented in this study estimated the discharge
coefficient fairly well with a relative error of 3% against experimental data.

Keywords: Discharge coefficient · Gene Expression Programming (GEP) · Soft
computing · Side orifice

1 Introduction

Side orifices, side sluice gates and sideweirs are diversion structures commonly installed
on the side of the main channel to divert and control the flow into the diversion chan-
nel. This group of hydraulic structures is applied in open channels and can be used in
wastewater treatment plants, land drainages, sedimentation tanks, aeration basins, irri-
gation systems, and flocculation units. The flow within main channels with diversion
structures are gradually varied flows with decreasing discharge.

1.1 Related Works

Numerous researches and studies have been carried out on diversion structures by various
researchers. Ramamurthy et al. [1] were among the first who experimentally investigated
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the diversion flowwithin rectangular side orifices. They presented an equation as a func-
tion of the length of the orifice, the width of the main channel and the ratio of the mean
velocity in the main channel to the orifice output velocity to calculate discharge coeffi-
cient of side orifices in the side of the rectangular channels. Also, different researchers
such asOliveto et al. [2],Ghodsian [3],Kra andMerkley [4],Amaral et al. [5], Lewis et al.
[6] have conducted studies on the features of the flow passing through diversion struc-
tures. Gill [7] studies the gradually varied flows passing through open channels which
have relatively short side rectangular orifice. Swamee et al. [8] calculated the equation
of elementary coefficient of discharge of sluice gates as a function of the depth of the
flow within the main channel, the openness of the gate and Froude number of the input
flow. Ojha and Subbaiah [9] conducted studies relevant to the output flows from side
orifices and they obtained discharge coefficient equation as a function of the geometrical
features and the crest height of the orifice. Prohaska et al. [10] presented investigations
on side orifices on the side of a pipe and the parameters influencing discharge coeffi-
cient of the side orifices. Hussain et al. [11] carried out experimental investigations on
parameters affecting the volume of the discharge passing through sharp-crested circular
side orifices. They obtained an equation as a function of Froude’s number and the ratio
of the orifice diameter to the width of the main channel in order to calculate discharge
coefficient of circular side orifices. Hussain et al. [12] conducted an experimental study
on the features of the flow within the main channel which has one single sharp-crested
rectangular orifice. They also investigated parameters affecting flows passing through
rectangular side orifices. Hussain et al. [12] presented an equation for calculating dis-
charge coefficient of these types of side orifices as a function of Froude number and the
ratio of the width of the rectangular side orifice to the width of the main channel.

Recently, the soft computing techniques such as artificial neural network [13–16];
adaptive neuro-fuzzy inference system [17, 18], genetic programming [19]; Minimax
Probability Machine Regression [20]; Group Method of Data Handling [21–23] and
Genetic algorithm, [24], are used as powerful instruments in modeling, and solving com-
plicated and nonlinear problems. Ebtehaj et al. [25] utilized the Group Method of Data
Handling (GMDH) to calculate the Cd. The authors found that the GMDH is a powerful
method in the estimation of the discharge coefficient and present different equations to
calculate this parameter. Among these artificial intelligence methods, Gene-Expression
Programming (GEP) which is an extension to GP is considered popular as an identifica-
tion system for the purposes of modeling and predicting unknown and complex behavior
of different phenomenon. Ebtehaj et al. [26] develop a GEP-based equation with non-
dimensional variables to prediction of discharge coefficient in rectangular side weirs.
They found that GEP present satisfactory results relative to existing equation. By using
GEP-based formulation technique and literature data, Azamathulla [27] predicted scour
depth downstream of sills. The presented equation found to be valuable to prediction
of scour depth for different bed slopes. Also, the comparison of existing and presented
equations shows that the GEP superior than existing equation. Azamathulla [28] pre-
sented gene-expression programming as an alternative method to prediction of friction
factor of southern Italian rivers. The presented GEP-based model shows satisfactory
results in comparison with existing equation. Azamathulla and Ahmad [29] used GEP
method to derive a new formulation for the prediction of transverse mixing coefficient
in open channel flow. The results show that GEP present acceptable results with com-
pared existing equation for transverse mixing coefficient. Guven and Azamathulla [30]
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used GEP and field data to generate new model in prediction of scour downstream of
a flip-bucket spillway. The comparison of presented model, convectional genetic pro-
gramming and regression-based equation showed the better performance of GEP-based
formula.

1.2 Research Objective

Themain objective of the present study is to present an equation for estimating discharge
coefficient within flow diversion structures of sharp-crested rectangular side orifices
located on the main side of a rectangular channel in subcritical flow conditions through
using gene expression programming (GEP). Therefore, in order to present a suitable
model, the dimensionless parameters which affect discharge coefficient are determined
and then five different models are presented for the purposes of evaluating the effect of
each of the dimensionless parameters. Finally, the accuracy of the estimated discharge
coefficient is studied by each of these models and the best model is selected.

The rest of the paper contains five sections including “Gene Expression Program-
ming (GEP)”, “Data Collection”, “Methodology”, “Results and Discussion” and “Con-
clusions”. In the second section, the theoretical definition of the applied technique (GEP)
were provided in detail. At the next one, the employed dataset to develop a newmodel for
predicting the discharge coefficient of the side orifice is provided. After that, the applied
methodology in this study including five different models and considered statistical
indices to evaluate the performance of the developed model at section four. The results
of the developed model are provided in section five using quantitative and qualitative
tools. Finally, the most finding of the current study is presented in section six.

2 Gene Expression Programming (GEP)

Gene expression programming is a developed form of genetic programming [31]. Gene
expression programming belongs to evolutionary algorithms family and is closely related
to genetic algorithm and genetic programming. It has inherited linear chromosomes
with fixed lengths from genetic algorithm and it has inherited tree analysis with var-
ied lengths and shapes from genetic programming [32]. Gene expression programming
presents computer programs such as mathematical models, decision trees, multi- sen-
tence structures and logarithmic expressions or different types of models. These models
have complex tree structure and training and conforming them according to their sizes,
shapes and their combination is very much like that of a living thing while as living
organisms, gene expression programming computer programs are also coded in simple
linear chromosomes with the same length. Therefore, gene expression programming is
a genotype-phenotype system which utilizes a simple genome to preserve and transfer
genetic information and is a complex phenotype for discovering the environment and
adapting to it.

In comparison to GP in which phenotype and genotype are combined in a sim-
ple replicator system, GEP is an evolved genotype-phenotype system in which geno-
type is usually completely separated from phenotype. Therefore, the evolved geno-
type/phenotype system in GEP causes superiority with a factor as large as 100 to 60000
times more than the GP system [32]. Figure 1 shows the schematics for GEP modeling
process.
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Fig. 1. General GEP structure
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The gene expression programming firstly includes selecting the essential function for
creating a model and then the terminal set is selected. In the following stage the present
set of data are called upon to estimate the intended parameters and compare themwith the
real value. Then the chromosomes are produced in order to randomly present the initial
population. In the following stage the program is run for the produced population through
using the present chromosomes and the suitability of the target function is studied. In
case the author reaches the finishing point of the program we will end it, otherwise the
target function will be evaluated again using modified genetic operators and the new
population. This process will continue to the point where the conditions for stopping the
program are provided.

3 Data Collection

In order to estimate discharge coefficient of sharp-crested rectangular side orifices the
laboratory results presented by Hussain et al. [12] were used in this research. They
conducted their experiments in a channel which was 0.6 m depth, 0.5 m width and
9.15 m length. They used sluice gate to regulate the flow depth and they also installed a
square orifice to the left side of the channel. The experiment Hussain et al. [12] carried
out was subcritical conditions for three square-shaped orifices sizes 0.044, 0.089 and
0.133 m and the crest height of 0.05, 0.1 and 0.15 m. Three to four different discharges
can be detected within the main channel for different states (orifices and different crest
heights). The author used sluice gate in order to regulate different depths of the flow
within the main channel. In the conducted experiments the velocity inside the main
channel and the velocity of the flow near the side orifice located on the horizontal sheet
passing through the central axis of the side orifice weremeasured using acoustic Doppler
current profiler. The range of the collected data in this study is presented in Table 1.

Table 1. Range of Hussain et al. [12] data

Parameters Unit Range of data

Min Max

Qm m3/s 0.028 0.147

Q m3/s 0.001 0.029

L m 0.044 0.1339

Ym m 0.154 0.59

W m 0.05 0.2

Fr – 0.05 0.48
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4 Methodology

Based on the conducted researchers related to estimating discharge coefficient in side
orifices, it could be generally said that the Cd parameters are dependent on the inde-
pendent dimensionless parameters of the ratio of flow depth in the main channel to the
rectangular orifice width (Ym/L), Froude number (Fr), the ratio of the rectangular orifice
width to the sill height (W/L) and the ratio of the width of the main channel to the width
of the rectangular orifice (B/L). Therefore, using the presented dimensionless parame-
ters five different models are presented as follows. Model 1 includes all four presented
dimensionless parameters. Models 2 to 5 are presented to study the effect of not using
each of these dimensionless parameters on the accuracy of discharge coefficient esti-
mation. In these models the dimensionless parameters affecting discharge coefficient
estimation are considered as three different parameters while in model 1 and utilized all
presented dimensionless parameters.

Model 1.Cd = f (
B

L
,
W

L
,
Ym
L
,Fr)

Model 2.Cd = f (
B

L
,
W

L
,
Ym
L
)

Model 3.Cd = f (
B

L
,
W

L
,Fr)

Model 4.Cd = f (
B

L
,
Ym
L
,Fr)

Model 5.Cd = f (
W

L
,
Ym
L
,Fr)

It is necessary, in this study, to use criteria which are capable of estimating each
of the models quantitatively in order to investigate the capability to estimate discharge
coefficient (Cd) through using the presented models. Usually, a model’s performance is
evaluated through using various statistical indexes known as “goodness of fit” statistics.
Therefore, different measuring methods have been presented by Legates and McCabe
[33] to measure the accuracy of estimating hydrologic and hydraulic models. However,
there are numerous various ways to use global goodness of fit statistics for the purpose
of investigating the accuracy of the estimations. Using a sole statistical index cannot be
considered as a good enough criterion in evaluating estimation accuracy of a model [34].
Therefore, to study the accuracy of estimation of the presented models, multi-criteria
evaluation is used in this research. The mentioned indexes are placed in two groups
namely “relative” and “absolute” groups. The relative indexes which are dimensionless
indicate the performance of onemodel in comparison to the otherswhile absolute indexes
present the accuracy of the estimation by using the measurement units of the intended
parameter.

The statistical indexes used in this study include a dimensionless coefficient cri-
teria called R-Squared (R2), the three relative measuring criteria of Mean Relative
Error (MRE), Mean Absolute Relative Error (MARE) and Mean Squared Relative Error
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(MSRE) and three absolutemeasuring criteria ofMean Error (ME),MeanAbsolute Error
(MAE) and Root Mean Squared Error (RMSE). The Mean Relative Error (MRE) index
shows the average relative error of the estimated model in comparison to the observed
values. This index does not have a high limit and its lowest limit is zero. This means
that the more the value of this index in estimating the values versus the considered
value approaches to zero, the higher is the model’s validity. The MRE index considers
the difference between the estimated and the observed values by considering the low
and high state of the estimated values in relation to the actual values. Therefore, if the
model’s estimated value is an underestimation, MRE tends to be positive and if it is an
overestimation, the value of this index will be negative. The Mean Absolute Relative
Error (MARE) expresses the estimated value in relation to the observed value. MARE
is a non-negative index which has no higher limit. The considered model has the best
possible performance when the value of this index is zero. The Mean Square Relative
error (MSRE) is the second degree of the mean of the squared relative in which the
relative error of the estimated versus the observed values is calculated as overestimation
or underestimation.
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The Mean Error (ME) is an index without high or low limit, and when the value
of this index equals zero it represents the best performance. Since this index presents
the mean difference of the estimated and observed values by taking into account the
effect of underestimation and overestimation, it cannot be said that the low value of this
index signifies the good accuracy of the model. For this reason, another index called
Mean Absolute Error (MAE) is applied. MAE is a non-negative index, which provides
no information about the underestimation or overestimation of the estimates. The results
of this index do not consider the effect of underestimation or overestimation of the
parameters versus the observed values and evaluates the diversion from estimated values
without considering the sign. The Root Mean Squared Error (RMSE) is a criterion of
mean error, which has no upper limit and has a lowest possible value of zero representing
the best estimation by the model.
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(5)
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MAE =
(
1

n

) n∑
i=1

(∣∣yoi − yci
∣∣) (6)

RMSE =
√√√√
(
1

n

) n∑
i=1

(
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where yoi parameter is the value of the parameter observed in laboratory results and
yci parameter is the value of the parameter estimated through using GEP. The indexes
presented above present the estimated values as the average of the predicted error and do
not present any sort of information on the predicted error distribution of the suggested
models. It is obvious that a high correlation coefficient (80–90%) is not always considered
as an indication of the high accuracy of a model; on the contrary, this index may lead to
showing high accuracy for mediocre models [33, 35]. In addition, RMSE index indicates
the model’s ability to predict a value away from the mean [36]. Therefore, the presented
modelmust be evaluatedusingother indexes such asmean absolute relative error (MARE)
and threshold statistics [37–39]. TSx index indicates predicted error distribution by each
model for x% of the predictions. This parameter is determined for various values of
average absolute relative error. The value of the TSx index for X% of the predicted is
determined as explained below:

TSx = Yx
n

× 100 (8)

where Yx is number of the predicted values of all the data for each value of MARE
is less than x%.

5 Results and Discussion

Taking into consideration the parameters affecting discharge coefficient in side orifices
that led to presenting five different models, measures have been taken in this section
to present different models using the gene expression programming (GEP) based on
the laboratory data presented by Hussain et al. [12]. In order to present a model from
amongst the existing data, only 80% (137 data) of the data was used to estimate the
model and in order to investigate the accuracy of the model when using the data which
were not used in model training, 20% (34 data) of the remaining data was used. For each
of the presented models (1 through 5) each of which considers different factors affective
on estimating discharge coefficient, different equations are presented as follows:
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After estimating the discharge coefficient and using the following equation, the
discharge for each of the presented models is presented through using the equation
presented by Ojha and Subbaiah [9] as follows:

Q = CdLb
√
2gH0 (15)

where Cd is the discharge coefficient, Fr Froude number,W sill height, Ym the flow
depth in the main channel, B the width of the main channel, L the width of the side
orifice, b the height of the side orifice,H0 water head above the central line of the orifice
and g the gravitational acceleration.

Figure 2(a–e) show the estimated discharge values through using discharge coef-
ficient equations presented for each of the five models against the obtained laboratory
results for Train data. Considering the figures presented for different models, it could be
concluded that almost all the models provide good results. Model 5 estimates discharges
more than 0.02 m3/s with less accuracy compared to the four other models, but it should
be noted that the differences in the estimated values are not significant in comparison
with the real values.

Model 1 which the parameters influencing the estimation of the discharge coefficient
needed for calculating the discharge in a dimensionless manner to be the ratio of depth of
flow in the main channel to the width of the rectangular orifice (Ym/L), Froude number
(Fr), the ratio of sill height to the width of the rectangular orifice (W/L) and the ratio
of the width of the main channel to the width of the rectangular orifice (B/L). Table 2
shows that with R2 = 0.997, the model presented by using GEP has very well estimated
the value of discharge coefficient essential for estimating discharge; that is, the largest
value of relative error made by this model is approximately 10%. However, considering
Fig. 3, it could be seen that 85% of the data have an error less than 5%.

It could be observed in Table 2 that the average relative error of model 1 is approxi-
mately 2.7% which indicates the high accuracy of this model in estimating the value of
discharge coefficient.MRE indexwhich considers the differences in the values estimated
and observed by taking into account the estimated value being more or less than the real
value, is nearly 0.002 for model 1 which means that the difference average of the esti-
mated values and the real value is little.MAE index which presents the difference from
the estimated values without considering larger or smaller estimation, is approximately
0.00026 which is a small number and indicates that the estimated value does not sig-
nificantly differ from the real value in average. Taking into consideration the presented
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a) Model 1 b) Model 2

c) Model 3 d) Model 4

e) Model 5

Fig. 2. Comparing discharge for the state in which different coefficients obtained from models 1
through 5 are used with laboratory discharges (Train)

explanations and other indexes presented in Table 2 it can be seen that this model is
fairly accurate.

In model 2, in order to estimate the discharge coefficient needed for calculating the
flow discharge, the dimensionless parameters of the ratio of the depth of flow in the
main channel to the width of the rectangular orifice (Ym/L), the ratio of sill height to
the width of the rectangular orifice (W/L) and the ratio of the width of the main channel
to the width of the rectangular orifice (B/L) were used. Taking into consideration the
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fact that in comparison with model 1, model 2 does not make use of the Froude number
but as it could be observed in Fig. 2(b) and Table 2, the presented estimations by this
model with R2= 0.998 are fairly accurate. Considering Fig. 3 it could be seen that 90%
of the data have a relative error smaller than 5%. In order to investigate the accuracy of
model 2, various statistical indexes which are presented in Table 2 are used. This table
shows that the presented relative error average by model 2 is approximately 2.5%. Also,
considering the fact that as the presented relative indexes (ME, MAE & RMSE) near
zero the presented model is more accurate, the high accuracy of model 2 for estimating
discharge coefficient is approved.

Model 3 presents the discharge coefficient using dimensionless parameters of Froude
number (Fr), the ratio of the sill height to the width of the orifice (W/L) and the ratio of
the width of the main channel to the width of the rectangular orifice (B/L). Considering
Fig. 2 and the results presented in Table 2 this model is fairly accurate in estimating
the discharge coefficient needed for estimating the discharge. The relative error average
presented by this model is approximately 2.8%. Also, considering Fig. 3 it could be
observed that 85% of the estimated data by this model have been estimated with the
relative error less than 5%. Observing the presented explanations, it could be said that
model 3 which, except for the ratio of the depth of flow in the main channel to the
width of the rectangular orifice parameter (Ym/L), considers all parameters of model 1
in estimating the discharge coefficient, has presented results similar to that of model 1.
Therefore, it could be stated that not using Ym/L parameter does not have a significant
effect on estimating discharge coefficient.

Model 4 considers dimensionless parameters of the ratio of the depth of flow in the
main channel to the width of the rectangular orifice (Ym/L), Froude number (Fr), and the
ratio of the width of the main channel to the width of the rectangular orifice (B/L) and
model 5 considers dimensionless parameters of the ratio of the depth of flow in the main
channel to thewidth of the rectangular orifice (Ym/L), Froude number (Fr) and the ratio of
sill height to the width of rectangular orifice (W/L) in discharge coefficient. Like models
1, 2 and 3 these two models (4 and 5) estimate the results fairly well as the presented
relative error average for these two models are equal to 3% and 4.2%, respectively. As
Fig. 3 shows it approximately 90% of the data in model 4 and approximately 65% of
the data in model 5 present the results with a less than 5% relative error. Therefore, it
could be observed that not using the ratio of sill height to the width of rectangular orifice
(W/L) parameter, as opposed to model 1, will not have a significant effect on estimating
discharge coefficient while not considering the ratio of the width of the main channel to
the width of the rectangular orifice (B/L) parameter leads to an increase in estimation
relative error. As it could be seen in Fig. 3 only 65% of the data have an estimation
relative error less than 5% while for the other models this parameter is approximately
85% to 90%.

Therefore, considering the presented explanations it could be stated that presenting
models which use dimensionless parameters of the ratio of depth of flow in the main
channel (W/L) and the ratio of the width of the main channel to the width of rectangu-
lar orifice (B/L) (model 2) provides the best results in comparison with other models;
however, other models present good results as well and models 1, 3, and 4 also present
results with a relatively small error in comparison with model 2. Compared to other
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states, not using the dimensionless parameter of width of the main channel to the width
of rectangular orifice (B/L), leads to a decrease in the accuracy of estimation.

Table 2. Evaluation of the models proposed by GEP using different validation criteria (Train)

Train Model 1 Model 2 Model 3 Model 4 Model 5

R2 0.997 0.998 0.997 0.997 0.994

MRE 0.002 0.001 0.002 0.001 −0.003

MARE 0.027 0.025 0.028 0.030 0.042

MSRE 0.001 0.001 0.001 0.001 0.003

ME 0.00001 0.00003 0.00003 0.00001 −0.00010

MAE 0.00026 0.00024 0.00027 0.00029 0.00043

RMSE 0.00045 0.00040 0.00042 0.00043 0.00066

Fig. 3. Error distribution of GEP for all models (train)

Figure 4 shows the estimated discharges which were obtained through the presented
discharge coefficient equations for each of the 5 models against the laboratory results
obtained from the Test data which had no role in estimating the model. Considering
the presented figures for different models almost all models present fairly good results.
Model 5 estimated the results bigger than the real value in dischargesmore than 0.02m3/s
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which indicates the low accuracy of this model in estimating in comparison to models
1 through 4, but in case that R2= 0.997 and the relative error is approximately 4%,
according to Table 3, this model presents fairly good results.

The relative error average presented for models 1 to 4 is approximately 3% and for
model 5 is equal to 4.2% (Table 3). Also, it could be seen that the model for all presented
indexes presents better result in comparison with the rest of the models, althoughmodels

a) Model 1 b) Model 2

c) Model 3 d) Model 4

e) Model 5

Fig. 4. Comparing the discharge when using different coefficients obtained from models 1 to 5
with laboratory discharge (Test)
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2, 3, and 4 also present results with accuracy similar to that of model 1. In addition, based
on Fig. 5 which presents the distribution of the estimated values by using models 1 to 5
for different relative error percentages, for models 1 to 4 almost 95% of the present data
results in a relative error smaller than 6% while for model 5 this value is equal to 74%.
The discharge coefficient values estimated through using the 5 models for the test data
are shown in Table 4.

Fig. 5. Error distribution of GEP for all models (Test)

Table 3. Evaluation of the models proposed by GEP using different validation criteria (Test)

Test Model 1 Model 2 Model 3 Model 4 Model 5

R2 0.998 0.998 0.998 0.998 0.997

MRE −0.004 −0.004 −0.007 −0.006 −0.008

MARE 0.027 0.028 0.029 0.028 0.042

MSRE 0.002 0.002 0.002 0.002 0.003

ME 0.00000 0.00003 −0.00003 −0.00001 −0.00007

MAE 0.00021 0.00026 0.00029 0.00026 0.00035

RMSE 0.00034 0.00037 0.00043 0.00037 0.00050

Based on the presented explanations, using the dimensionless parameters of the ratio
of the depth of flow in themain channel to thewidth of rectangular orifice (Ym/L), Froude
number, the ratio of sill height to the width of rectangular orifice (W/L) and the ratio
of the width of the main channel to the width of rectangular orifice (B/L) (model 1)
to estimate the discharge coefficient provides the best results in comparison with other
models. Not using the dimensionless parameter of width of the main channel to the
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Table 4. The values of estimated discharge coefficient using the proposed models for data unused
in the estimation of the models (Test data)

B/L W/L Ym/L Fr Cd -
EXP

Cd -
Model 1

Cd -
Model 2

Cd -
Model 3

Cd -
Model 4

Cd -
Model 5

11.364 1.136 11.511 0.187 0.647 0.664 0.652 0.662 0.676 0.685

11.364 1.136 9.952 0.132 0.648 0.665 0.655 0.670 0.674 0.653

11.364 1.136 9.177 0.070 0.674 0.667 0.656 0.679 0.673 0.623

11.364 2.273 8.836 0.280 0.664 0.662 0.664 0.657 0.673 0.701

11.364 2.273 7.207 0.114 0.628 0.666 0.667 0.676 0.670 0.632

11.364 2.273 6.791 0.255 0.660 0.663 0.667 0.660 0.669 0.687

11.364 3.409 8.543 0.305 0.679 0.662 0.670 0.664 0.673 0.698

11.364 3.409 5.180 0.419 0.661 0.658 0.675 0.655 0.664 0.608

11.364 3.409 10.611 0.143 0.676 0.665 0.666 0.678 0.675 0.661

11.364 3.409 9.202 0.104 0.689 0.666 0.669 0.681 0.673 0.637

11.364 4.545 9.268 0.286 0.684 0.662 0.672 0.671 0.674 0.703

11.364 4.545 8.309 0.218 0.695 0.664 0.674 0.676 0.672 0.686

11.364 4.545 10.986 0.080 0.531 0.628 0.632 0.627 0.625 0.636

5.618 0.562 5.796 0.182 0.643 0.631 0.628 0.628 0.620 0.634

5.618 0.562 2.824 0.435 0.611 0.638 0.634 0.632 0.628 0.655

5.618 1.124 3.051 0.378 0.608 0.635 0.636 0.625 0.626 0.654

5.618 1.124 3.036 0.298 0.619 0.645 0.639 0.644 0.632 0.625

5.618 1.124 3.828 0.351 0.639 0.642 0.640 0.637 0.635 0.656

5.618 1.124 4.583 0.116 0.658 0.648 0.639 0.650 0.633 0.607

5.618 1.685 4.684 0.266 0.636 0.635 0.637 0.627 0.624 0.648

5.618 1.685 6.037 0.122 0.645 0.635 0.637 0.628 0.624 0.645

5.618 1.685 5.578 0.130 0.646 0.645 0.641 0.647 0.631 0.615

5.618 2.247 4.572 0.113 0.638 0.638 0.642 0.637 0.629 0.656

5.618 2.247 3.692 0.262 0.620 0.642 0.643 0.643 0.631 0.641

5.618 2.247 3.919 0.277 0.635 0.582 0.592 0.587 0.602 0.569

3.759 0.376 3.624 0.251 0.597 0.587 0.588 0.586 0.600 0.587

3.759 0.376 3.191 0.250 0.597 0.600 0.583 0.589 0.597 0.584

3.759 0.376 3.633 0.124 0.596 0.590 0.594 0.609 0.602 0.600

3.759 0.752 2.417 0.378 0.580 0.582 0.599 0.603 0.605 0.629

3.759 0.752 4.002 0.177 0.600 0.599 0.604 0.615 0.609 0.605

3.759 1.128 2.905 0.224 0.625 0.624 0.610 0.617 0.613 0.611

3.759 1.128 3.218 0.264 0.629 0.624 0.606 0.608 0.609 0.626

3.759 1.128 3.218 0.335 0.620 0.595 0.605 0.597 0.608 0.638

3.759 1.504 4.436 0.179 0.585 0.613 0.611 0.617 0.612 0.613
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width of rectangular orifice (B/L) has the most effect on estimating discharge coefficient
in comparison with the other parameters and it leads to significant decrease in estimation
accuracy in comparisonwith othermodels. The expression tree of thismodel is presented
in Fig. 6 and Table 5. All applied parameters in GEP model are elaborately expressed in
Table 6.

Fig. 6. Expression tree for GEP formulation (Model 1)
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Table 5. Values of parameters presented in Fig. 6

G1C9 G1C8 G2C8 G2C9 G3C5 d0 d1 d2 d3

0.67 2.17 9.51 10.32 3.83 B/L W/L Ym/L Fr

Table 6. Parameters of GEP model

Parameter Setting

Number of generations 400000

Number of chromosomes 30

Number of genes 3

Mutation rate 0.045

Inversion rate 0.1

One point recombination rate 0.15

Two point recombination rate 0.15

Gene recombination rate 0.2

Gene transportation rate 0.2

Function set ×, +, /, Pow, Pow10, Log2

Linking function Addition

Table 7 indicates the results of the current study in comparison with existing regres-
sion, computational fluid dynamic (CFD) and AI based techniques. The existing AI-
based techniques are as feedforward backpropagation (FFBP), radial basis function
(RBF), generalized regression neural network (GRNN), CFD, adaptive neuro fuzzy
inference systems (ANFIS) and their hybrids with genetic algorithm (GA), hybrid of
particle swarm optimization with GA (PSOGA).

Table 7. Comparison of the developed GEP based model versus existing ones

Reference Model MARE (%) RMSE (%) R

Eghbalzadeh et al. [40] FFBP 1.418 1.21 0.9369

RBF 1.291 1.19 0.9418

GRNN 1.479 1.36 0.9213

Regression 4.006 3.24 0.443

Azimi et al. [41] CFD 11.717 9.3 0.551

ANFIS 9.19 0.8 0.95

ANFIS-GA 2.44 0.2 0.996

Azimi et al. [42] ANFIS-PSOGA 1.8 1.67 0.856

Current study GEP 2.7 0.034 0.999
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Although the ANFIS-PSOGA method has the lowest relative error, its difference
with the GEP is less than 1%. In addition, the performance of the GEP method over
other methods shows that the highest correlation coefficient and the lowest RMSE are
related to this method. It should be noted that the GEP method, by providing a definite
relation, resolves the problem of existing methods that did not provide explicit relation
at practical tasks.

6 Conclusions

Gene expression programming (GEP) was used in this study to present an equation for
estimating discharge coefficient in sharp-crested rectangular side orifice flow diversion
structure located on the side of a rectangular channel subcritical flow conditions. The
factors affecting discharge coefficient were presented through introducing four dimen-
sionless parameters namely the ratio of the depth of flow in themain channel to the width
of rectangular orifice (Ym/L), Froude number (Fr), ratio of sill height to the width of
rectangular orifice (W/L) and the ratio of the width of the main channel to the width of
rectangular orifice (B/L). Five different models were presented that use these parameters
in order to analyze the sensitivity of each of the presented dimensionless parameters.
The results of the investigations indicate that not using the ratio of the width of the main
channel to the width of rectangular orifice (B/L) dimensionless parameter affects the
accuracy of estimating discharge coefficient as it leads to a 2% increase in the average of
the relative error. The investigations indicated that discharge coefficient can be estimated
well by using models 1 to 4. However, in case we want to choose a model from amongst
the presented models, model 1 is suggested for estimating discharge coefficient. Model 1
considers Fr, Ym/L, B/L andW/L parameters to be affective on discharge coefficient esti-
mation. Considering the given explanations, GEP is suggested to be used as an efficient
method in estimating discharge coefficient in rectangular side orifice. For future work
it is recommended to apply new developed group method of data handling techniques
(GMDH) with generalized structure and compared with the results of the current study
in term of accuracy and complexity.

References

1. Ramamurthy, A.S., Tim, U.S., Sarraf, S.: Rectangular lateral orifices in open channels. J.
Environ. Eng. 112(2), 292–300 (1986)

2. Oliveto, G., Biggiero, V., Hager, W.H.: Bottom outlet for sewers. J. Irrig. Drainage Eng.
123(4), 246–252 (1997)

3. Ghodsian, M.: Flow through side sluice gate. J. Irrig. Drainage Eng. 129(6), 458–463 (2003)
4. Kra, E.Y., Merkley, G.P.: Mathematical modeling of open-channel velocity profiles for float

method calibration. Agric. Water Manag. 70(3), 229–244 (2004)
5. Amaral, L.G., Righes, A.A., Filho, P.S.S., Costa, R.D.: Automatic regulator for channel flow

control on flooded rice. Agric. Water Manag. 75(3), 184–193 (2005)
6. Lewis, J.W., Wright, S.J., Pribak, M., Sherrill, J.: Bottom slot discharge outlet for combined

sewer diversion structure. J. Hydraul. Eng. 137(2), 248–253 (2010)
7. Gill, M.A.: Flow through side slots. J. Environ. Eng. 113(5), 1047–1057 (1987)



A New Approach to Estimate the Discharge Coefficient 95

8. Swamee, P.K., Pathak, S.K., Ali, M.S.: Weir orifice units for uniform flow distribution. ASCE
J. Irrig. Drainage Eng. 119(6), 1026–1035 (1993)

9. Ojha, C.S.P., Subbaiah,D.:Analysis of flow through lateral slot. J. Irrig.DrainageEng. 123(5),
402–405 (1997)

10. Prohaska, P.D., Khan, A.A., Kaye, N.B.: Investigation of flow through orifices in riser pipes.
J. Irrig. Drainage Eng. 136(5), 340–347 (2010)

11. Hussain, A., Ahmad, Z., Asawa, G.L.: Discharge characteristics of sharp-crested circular side
orifices in open channels. Flow Meas. Instrum. 21(3), 418–424 (2010)

12. Hussain, A., Ahmad, Z., Asawa, G.L.: Flow through sharp-crested rectangular side orifices
under free flow condition in open channels. Agric. Water Manag. 98(10), 1536–1544 (2011)

13. Ebtehaj, I., Bonakdari, H.: Evaluation of sediment transport in sewer using artificial neural
network. Eng. Appl. Comput. Fluid Mech. 7(3), 382–392 (2013)

14. Ebtehaj, I., Bonakdari, H., Zaji, A.H.: A new hybrid decision tree method based on two
artificial neural networks for predicting sediment transport in clean pipes. Alexandria Eng. J.
57(3), 1783–1795 (2018)

15. Ebtehaj, I., Bonakdari, H., Zaji, A.H.: An expert system with radial basis function neural net-
work based on decision trees for predicting sediment transport in sewers. Water Sci. Technol.
74(1), 176–183 (2016)

16. Ebtehaj, I., Bonakdari, H., Zaji, A.H., Bong, C.H.J., Ab Ghani, A.: Design of a new hybrid
artificial neural network method based on decision trees for calculating the Froude number
in rigid rectangular channels. J. Hydrol. Hydromechanics 64(3), 252–260 (2016)

17. Ebtehaj, I., Bonakdari, H.: Performance evaluation of adaptive neural fuzzy inference system
for sediment transport in sewers. Water Resour. Manage 28(13), 4765–4779 (2014)

18. Khoshbin, F., Bonakdari, H., Ashraf Talesh, S.H., Ebtehaj, I., Zaji, A.H., Azimi, H.: Adap-
tive neuro-fuzzy inference system multi-objective optimization using the genetic algo-
rithm/singular value decomposition method for modelling the discharge coefficient in
rectangular sharp-crested side weirs. Eng. Optim. 48(6), 933–948 (2016)

19. Sharifipour, M., Bonakdari, H., Zaji, A.H.: Comparison of genetic programming and radial
basis function neural network for open-channel junction velocity field prediction. Neural
Comput. Appl. 30(3), 855–864 (2016)

20. Bonakdari,H., Ebtehaj, I., Samui, P.,Gharabaghi,B.: Lakewater-level fluctuations forecasting
using minimax probability machine regression, relevance vector machine, gaussian process
regression, and extreme learning machine. Water Resour. Manage 33(11), 3965–3984 (2019)

21. Shaghaghi, S., Bonakdari, H., Gholami, A., Ebtehaj, I., Zeinolabedini, M.: Comparative anal-
ysis of GMDH neural network based on genetic algorithm and particle swarm optimization
in stable channel design. Appl. Math. Comput. 313, 271–286 (2017)

22. Bonakdari, H., Ebtehaj, I., Gharabaghi, B., Vafaeifard, M., Akhbari, A.: Calculating the
energy consumption of electrocoagulation using a generalized structure group method of
data handling integrated with a genetic algorithm and singular value decomposition. Clean
Technol. Environ. Policy 21(2), 379–393 (2018)

23. Ebtehaj, I., Bonakdari, H., Zaji, A.H., Azimi, H., Khoshbin, F.: GMDH-type neural network
approach for modeling the discharge coefficient of rectangular sharp-crested side weirs. Eng.
Sci. Technol. Int. J. 18(4), 746–757 (2015)

24. Ebtehaj, I., Bonakdari, H.: Comparison of genetic algorithm and imperialist competitive
algorithms in predicting bed load transport in clean pipe. Water Sci. Technol. 70(10), 1695–
1701 (2014)

25. Ebtehaj, I., Bonakdari, H., Khoshbin, F., Azimi, H.: Pareto genetic design of group method
of data handling type neural network for prediction discharge coefficient in rectangular side
orifices. Flow Meas. Instrum. 41, 67–74 (2015)



96 H. Bonakdari et al.

26. Ebtehaj, I., Bonakdari, H., Zaji, A.H., Azimi, H., Sharifi, A.: Gene expression programming
to predict the discharge coefficient in rectangular side weirs. Appl. Soft Comput. 35, 618–628
(2015)

27. Azamathulla, H.M.: Gene expression programming for prediction of scour depth downstream
of sills. J. Hydrol. 460, 156–159 (2012)

28. Azamathulla, H.M.: Gene-expression programming to predict friction factor for Southern
Italian rivers. Neural Comput. Appl. 23(5), 1421–1426 (2013)

29. Azamathulla, H.M., Ahmad, Z.: Gene-expression programming for transverse mixing
coefficient. J. Hydrol. 434, 142–148 (2012)

30. Guven, A., Azamathulla, H.M.: Gene-expression programming for flip-bucket spillway scour.
Water Sci. Technol. 65(11), 1982–1987 (2012)

31. Koza, J.R.: Genetic Programming: on the Programming of Computers by Means of Natural
Selection, vol. 1. MIT Press, Cambridge (1992)

32. Ferreira, C.: Gene expression programming: a new adaptive algorithm for solving problems.
Complex Syst. 13(2), 87–129 (2001)

33. Legates, D.R., McCabe Jr., G.J.: Evaluating the use of “goodness-of-fit” measures in
hydrologic and hydroclimatic model validation. Water Resour. Res. 35(1), 233–241 (1999)

34. Sudheer, K.P., Jain, S.K.: Radial basis function neural network for modeling rating curves. J.
Hydrol. Eng. 8(3), 161–164 (2003)

35. Garrick, M., Cunnane, C., Nash, J.E.: A criterion of efficiency for rainfall-runoff models. J.
Hydrol. 36(3–4), 375–381 (1978)

36. Hsu, K.L., Gupta, H.V., Sorooshian, S.: Artificial neural network modeling of the rainfall-
runoff process. Water Resour. Res. 31(10), 2517–2530 (1995)

37. Jain, A., Varshney, A.K., Joshi, U.C.: Short-term water demand forecast modelling at IIT
Kanpur using artificial neural networks. Water Resour. Manag. 15(5), 299–321 (2001)

38. Jain, A., Ormsbee, L.E.: Short-term water demand forecast modeling techniques—conven-
tional methods versus AI. J. Am. Water Works Assoc. 94(7), 64–72 (2002)

39. Rajurkar, M.P., Kothyari, U.C., Chaube, U.C.: Modeling of the daily rainfall-runoff relation-
ship with artificial neural network. J. Hydrol. 285(1–4), 96–113 (2004)

40. Eghbalzadeh, A., Javan, M., Hayati, M., Amini, A.: Discharge prediction of circular and
rectangular side orifices using artificial neural networks. KSCE J. Civ. Eng. 20(2), 990–996
(2016)

41. Azimi, H., Shabanlou, S., Ebtehaj, I., Bonakdari, H., Kardar, S.: Combination of compu-
tational fluid dynamics, adaptive neuro-fuzzy inference system, and genetic algorithm for
predicting discharge coefficient of rectangular side orifices. J. Irrig. Drainage Eng. 143(7),
04017015 (2017)

42. Azimi, A.H., Rajabi, A., Shabanlu, S.: Optimized ANFIS-Genetic algorithm-particle swarm
optimization model for estimation of side orifices discharge coefficient. J. Numer. Methods
Civ. Eng. 2(4), 27–38 (2018)



DiaTTroD: A Logical Agent Diagnostic Test
for Tropical Diseases

Sandra Mae W. Famador1(B) and Tardi Tjahjadi2

1 Department of Computer Science, College of Science,
University of Phillipines Cebu, Cebu, Philippines

upcebusmf@gmail.com
2 School of Engineering, University of Warwick, Coventry, UK

Abstract. Medical diagnosis is one of the critical areas in medicine. Diagnos-
ing tropical diseases can be confusing if their signs and symptoms are similar.
This paper presents a formal logic for constructing a diagnostic test capable of
guiding patient examination. A logical agent based on morphological data is used
to aid diagnostic procedures and decision-making. To ensure that the appropriate
diagnostic procedure is undertaken, the signs and symptoms of the patient are
examined first before deciding which exact laboratory examination is needed by
the patient. The logical agent perceives the signs, symptoms, medical history, and
environment of the patient. Its actuation includes request for laboratory examina-
tion. A test kit result can be used, if available, to further confirm the diagnosis.
The decision is not based on statistical inference but on logical analysis of the
perceived data. Since not all signs and symptoms are present at a certain point in
time, using this logical agent will aid the user in diagnosing the patient. A devel-
oped test case is presented and result is shown. Test results show 100% accuracy
for diseases present in the knowledge base. Also, this paper shows the importance
of using morphology in correctly diagnosing a disease. Digital image processing,
if completely embedded in this logical agent, will guide the agent in correctly
identifying the disease.

Keywords: Logical agent · Decision support system · Morphology · Clinical
inference · Resolution · Tropical diseases

1 Introduction

Rising mortality rate caused by tropical diseases in tropical countries is an alarming fact.
There are also increasing reports on deaths caused by tropical diseases in non-tropical
countries. At present, about one sixth of the world’s population is infected with these
deadly diseases [1].

Massive efforts have been made to prevent and control tropical diseases. In 2012,
the World Health Organization published a document on accelerating work to overcome
the global impact of neglected tropical diseases (NTDs). The ultimate destination of this
roadmap is the elimination of NTDs or reduction in their impact to levels at which they
are no longer considered public-health problems [2].
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Studies range from diagnostic procedure to drug design; and vaccines have also
been developed to help fight the problem. However, due to mutation of bacterial/virus,
environmental problem, poor nutrition, lifestyle, and several other factors that affect
health condition, the diagnosis as well as appropriate treatment become more and more
complex. These factors encourage researchers worldwide to broaden their studies in the
field.

Medical diagnosis is one of the critical areas in medicine. If the patient is wrongly
diagnosed, this will lead to incorrect treatment which can cause mishap or even death.
Complications may also arise. Within healthcare, artificial intelligence (AI) is becom-
ing a major constituent of many applications, including drug discovery, remote patient
monitoring,medical diagnostics and imaging, riskmanagement, wearables, virtual assis-
tants, and hospital management. The employment of AI in medical diagnosis has aided
in providing a better way of treating the patient. Medical fields that rely on imaging data,
including radiology, pathology, dermatology, and ophthalmology, have already begun to
benefit from the implementation of AI methods [3].

A decision support system (DSS) provides varied contributions to greatly improve
diagnostic procedures. In radiology, the burgeoning research and technology that add
complexity to medical procedures has diminished the ability of radiologists to consider
available data in their clinical judgment. Further, it has increased the tendency of physi-
cians confronted with very complex situations to make decisions based on heuristics
rather than careful consideration of every possible alternative and its probability. These
are some of the reasons why a DSS is an advantage [4]. Decision making in this paper
refers to the correct identification of disease.

In response to the universal call to helpmanage this global problem, aDSS is designed
to accurately assess the conditions of the patient. This paper presents a DSS, Diagnos-
tic Test for Tropical Diseases (DiaTTroD), for diagnosing known tropical diseases in
the Philippines specifically designed to aid medical practitioners and health workers,
especially in scenarios where there are death of experts, or none at all. This is limited
to eighteen diseases, the discussion of DiaTTroD, and the morphology of each variant.
Testing is limited to theoretical testing, but broad enough to cover all possible occurrence
of signs and symptoms of a patient. As of the writing of this paper, users of DiaTTroD
are expected to have proper training in diagnosing diseases and should have knowledge
in the trends of tropical diseases. This is to ensure that the area where the patient is
diagnosed or history of the patient is considered.

The rest of the paper will describe how DiaTTroD is engineered. Section 2 presents
the related work. Section 3 presents the knowledge engineering and implementation
of the proposed DiaTTroD. Section 4 presents the experimental results and discussion.
Finally, Sect. 5 concludes the paper.

2 Related Work

Diagnosis is the process of identifying the nature of an illness by an examination of
its symptoms. Typically the diagnosis is performed by experts in the field such as
the experimental pathologists who spend most of their time investigating the causes
and mechanisms of the disease [5]. AI in Medicine is not a new idea. Several studies
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have been made in the past employing computer aided diagnosis for different areas of
medicine. MYCIN [6], developed for identifying bacteria and recommending appropri-
ate treatment, is one of the early AI systems developed. The development of computer
aided diagnostic systems account for the great potential of AI’s contribution to improved
diagnosis.

DSS is an AI tool designed to aid in decision making. The combined strength of
human and computers have complementary advantage, and has the capability to surpass
the abilities of either alone. Human can reason inductively, recognize patterns, apply
multiple strategies to solve a problem, and adapt to unexpected events while computers
can store large amount of information, can recall data accurately, perform complex
calculations and execute repetitive actions reliably without tiring [4]. These advantages
propelled the design of a diagnostic tool for tropical diseases.

Some of the previous works on DSS include the following. Johansson et al. [7] in
2018 created a DSS for patients with severe infection conditions. The system is used
by pre-hospital emergency nurses to diagnose three medical conditions, namely, severe
respiratory infection, severe central nervous system infection, and sepsis. The authors
pointed out that the three diseases need qualified personnel from the emergency medical
services and the emergency department to assess the patient. A decision support tool to
identify patientswith severe infectious diseases, and a validation processwere developed.
Three ambulance companies and a large city environment were considered. One problem
identified in the study was the possibility of incorrectly filling up the electronic patient
care system forms. Data collection were performed with actual patients and statistical
analyses were performed using the Kruskal-Wallis test for non-parametric comparison
of the median values of the groups which showed 94% accuracy.

Kumar and Anima [8] in 2017 used data mining methods and techniques for clinical
DSS. The study used clinical records and mined them to aid medical professionals in
their diagnosis. The study evaluated several techniques both involving knowledge based
(KB) systems and non-KB systems. For KB systems, fuzzy logic rules, production
rules, evidence, and Bayesian network were used. A rule-based system captures the
knowledge of a domain expert and converts them into production rules. Fuzzy logic
resolves vagueness in making a decision while the Bayesian network is used to compute
the presence of a possible disease. For non-KB systems, artificial neural network is used
for training data to help process incomplete data. Genetic algorithm is used to derive
information from patient data. Statistical method is used for data collection, and a hybrid
system is a combination of two or more approaches. Part of the conclusion of the study in
[8] is that aDSS usingKBwill yield a high accuracy if theKB system is properly defined.
Cabrera and Edye [9] in 2010 proposed a clinical DSS for acute bacterial meningitis
which comprises an integration of a rule based expert system and case-based reasoning.
For case-based reasoning, the implementation is based on an existing knowledge base of
previous cases and re-utilizes past experience of solved cases to come up with a solution.
Combining it with rule based expert system, whenever a new case is entered, a query is
built from the newly entered case. Then the system tries to retrieve three most similar
cases using nearest neighbour method. After retrieval, the new case is compared with the
retrieved cases and a solution is drawn. The study in [9] presented excellent results for
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precision and robustness with partial information and learning capacity. A 97% accuracy
was achieved.

Olabiyisi et al. [10] in 2011 proposed aDSS for tropical diseases.Here, the symptoms
of the patient is keyed into the DSS. A fuzzy rule base was created based on linguistic
tags. In this study, data were gathered using questionnaires from various experts in
tropical diseases in Nigeria. Included in the data sampling was the way a doctor caries
out the diagnosis, and the symptom grouping. Weights were evaluated from the data
gathered using pair wise comparison matrix for the application of the generalized fuzzy
soft sets. There were six symptom intensities each with corresponding range for the
fuzzy linguistic function, and these are: no sign, very mild, mild, moderate, severe, and
very severe. The generalized fuzzy soft set designed was used to generate diagnosis or
suspected disease.

Uzoka et al. [11], developed a clinical DSS for diagnosing malaria diagnosis in
2011. The DSS utilized fuzzy system and analytic hierarchy process (AHP). AHP uses
priorities which are derived from eigenvalues of the pairwise comparison matrix of a
set of elements expressed on ratio scales. Three levels are considered in the diagnostic
criteria of malaria: Level 1, the goal which is malaria diagnosis; Level 2, the criteria;
and Level 3, the variables. Four fuzzy values are considered for the symptoms and the
linguistic labels are: mild, moderate, severe, and very severe. The study shows that fuzzy
logic is slightly better than AHP. The AHP together with the medical expert achieved
67% exact diagnosis while the fuzzy system 80% diagnosis. An exact matching of the
AHP and fuzzy system achieved 76.67%. In 2011, Djam, et al. [12] used fuzzy system
for Tuberculosis DSS. Similar to the work of [11], the linguistic variables are mild,
moderate, severe, and very severe, but the fuzzy values are different. Their experiment
showed 61% possibility of patient having tuberculosis. Their study claimed a quick
and efficient way of diagnosing tuberculosis. Another fuzzy system was developed by
Sharma et al. [13] in 2013 to diagnose malaria and dengue fever with an accuracy of
91.3%. The study generated more than 200 rules based on information acquired from
experts, books, and the internet. Symptoms as inputs to the system were fuzzified in the
KB and the inference engine defuzzified in the model.

This paper focuses on the development of a rule-based DSS for diagnosing tropical
diseases. One difficulty in diagnosing some of the diseases included in this study is the
fact that some diseases have very similar symptoms in its early stage. As a result, health
practitioners find it difficult to diagnose the correct disease. In most cases, a laboratory
work is prescribed to accurately diagnose the disease. However, laboratory procedure is
tedious and takes some time before the health practitioner can obtain a result. Also, some
laboratory procedures can be confusing, which may result to inaccurate diagnosis. To
help solve the problem, a DSS for laboratory analysis is included in this study. Unlike the
several papers reviewed, this study focuses on the development of a rule-based system
which focused on morphology.

One significant use of this study is to guide the health practitioners to correctly
diagnose the disease by identifying the correct laboratory requirement and the correct
morphology of the disease. This study uses the theoretical description of the disease
and its cause as a basis for its diagnosis. It also proves that a logical agent can increase
its scope by updating the KB of the DSS. Diseases, both simple and complex, can be
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incorporated through appropriate update of the KB. Theoretical implementation using
rule-based system may serve as a basis for statistical inference studies that use actual
data. Statistical inference that will not yield 100 percent accuracy can be used with
theoretical implementation for comparison.

3 DiaTTroD: Diagnostic Test for Tropical Diseases

One of the major difficulties in handling tropical diseases is the accuracy in identifying
the correct virus, bacteria, fungus, helminth, or other pathogens present in the infected
patient. This paper describes amethod used in an attempt to create a framework for build-
ing a DSS for tropical diseases. The study involves several tropical diseases with almost
similar signs, symptoms namely: amoebiasis, capillariasis, dengue fever, diphtheria,
filariasis, giardiasis, helminthiasis, hepatitis A-C, leptospirosis, malaria, meningoco-
cemia, paragonimiasis, rabies, rota viruses, schistosomiasis, tetanus, tuberculosis, and
typhoid fever.

DiaTTroD is a DSS designed to diagnose tropical diseases. A logical agent is used
in decision making where the agent perceives the signs, symptoms, medical history, and
environment of the patient. Its actuation includes request for laboratory examinations
and the results will be included in the decision making. This study uses general rules
established by the medical experts in the field that are published in medical books and
journals. The first version of DiaTTroD also used the same general rules but an inclusion
of medical data was also considered resulting in several misdiagnosis. General rules in
identifying a disease may lead to a broader possibility of infection. On the other hand,
specific rules to diagnose the disease may also lead to several misdiagnosis. This is due
to the absence of a specific sign or symptom, or the patient may not have experienced
it. The design of DiaTTroD is disease dependent, and not data dependent. The several
errors that were encountered in the first version of DiaTTroD are the main reason why
this version is created. The difference is, the second version creates a theoretical basis
for creating the KB and is highly dependent on the morphology of the infection.

Unlike most diagnostic systems using statistical inferences, this study uses logical
analysis and clinical inference in designing the logical agent. Conclusions of the logical
analysis follow from premises making the inferential process explicit. Clinical inference
makes use of clinical knowledge to draw conclusions out of the observed data [1]. One
advantage of employing a logical agent is in enabling the system to guide the patient
in identifying the sign and symptom experienced. This helps eliminate misdiagnosis in
case the patient forgets to mention it to the attending practitioner. In cases where the
patient identifies a certain symptom even if he is unsure of its existence, the system is
capable of guiding the patient and the practitioner so that it can decide rationally.

3.1 Sensation and Perception

In a broader sense, sensation is usually thought to be simple, basic experiences elicited by
simple stimuli whose perception is usually thought to be more complicated experiences
elicited by complex, often meaningful, stimuli. It is often said to be the result of a higher-
order cognitive process than sensation, being the result of integration [14]. This study
considers both sensation and perception as an input to the logical agent.
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The diagnostic procedure encompasses three major steps, namely, history recording
of symptoms, physical examination or sign and laboratory tests. Signs, symptoms and
laboratory abnormalities of a disease manifest in a patient. Symptoms are evidenced of a
disease perceived by the patient and recorded as history while signs are physical obser-
vations made by the health practitioner who examines the patient and are recorded as
physical examination. Laboratory abnormalities in the broad sense refer to observations
made by tests or special procedures recorded as laboratory findings [5].

In this study, the system takes in signs and symptoms manifested in the infected
individual and are treated as a perception of the logical agent. A first order predicate logic
is then performed to the sensed data. First order logic tends to fail in medical diagnosis
due to laziness, theoretical ignorance, and practical ignorance [15]. This paper addresses
the causes for failure by including all the possible signs and symptoms that a patient can
encounter if infected with the considered diseases. The DSS takes in laboratory findings
as a perceived data that may include chemical and physiological abnormalities. It is not
limited to handling morphology but is also capable of analyzing kit results. Existing kits
may be capable of early detection of disease, but it might not be accurate at all times.

3.2 Knowledge Engineering of DiaTTroD

DiaTTroD starts with identifying its task, i.e., its functionality is designed as a diagnostic
agent. Its main purpose is to correctly identify the infection of the patient. With this
in mind, the infections should be identified and described properly. Several infections
included in this study have almost similar signs and symptoms. To correctly identify or
specify the infection, the morphology of each cause of infection is included.

Signs and Symptoms
Looking closely at several possible signs and symptoms can lead to failure in designing
a logical agent due to too much work. However, in this study, DiaTTroD tries to include
in its KB all possible signs and symptoms identified.With morphology, the possibility of
misdiagnosis is slim. As an example, consider a patient infected with malaria. Looking
closely at the possible signs and symptoms, DiaTTroD may sense one or more of the
following: high fever, headache, myalgia, malaise, loss of appetite, chills and diarrhea. In
some cases, several other symptoms can be included. For a patient infected with typhoid
fever, DiaTTroD may also sense some symptoms in malaria. This will eventually lead
to confusion even if the history of patient and the environment were included. In this
case, laboratory test will be considered for narrowing down the possible diagnoses.

Most patients infected with malaria will experience the following: high fever (hf),
malaise (m), headache (ha), myalgia (my), loss of appetite (al), chills (ch) and diarrhea
(di). These symptoms will be considered as a perception of the agent and will lead to
the patient being considered as a candidate for malaria infection. Figure 1 shows an
AND-OR graph of its signs and symptoms.

Denoting the disease as SSx, logically, the figure is expressed as

∀(x){[Patient(x) ∧ SSx(x, high fever) ∧ SSx(x, malaise) ∧ SSx(x, headache)
∧SSx(x,myalgia) ∧ SSx(x, appetite loss) ∧ SSx(x, chills)

∧SSx(x, diarrhea)] → Infection(x, malaria)}.
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Fig. 1. AND-OR graph of the signs and symptoms of Malaria.

The Conditional Elimination of the Logical Equivalence Law states that

((P ∧ Q) → R) = ¬P ∨ ¬Q ∨ R.

Reasoning by resolution converts the predicates to clause form, i.e.

¬Patient(x) ∨ ¬SSx(x; high fever) ∨ ¬SSx(x, malaise) ∨ ¬SSx(x, headache)¬
SSx(x, myalgia) ∨ ¬SSx(x, appetite_loss)¬SSx(x, chills)

∨¬SSx(x, diarrhea) ∨ Infection(x, malaria).

Applying resolution by refutation will result in the following:

¬Patient(x) ∨ ¬SSx(x, high fever) ∨ ¬SSx(x, malaise) ∨ ¬SSx(x, headache)¬
SSx(x, myalgia) ∨ ¬SSx(x, appetiteloss)¬SSx(x, chills) ∨ ¬SSx(x, diarrhea)

∨ Infection(x, malaria)¬Patient(x){p/x}
Patient(p)¬SSx(x, high fever) ∨ ¬SSx(x, malaise) ∨ ¬SSx(x, headache)¬
SSx(x,myalgia) ∨ ¬SSx(x, appetiteloss)¬SSx(x, chills) ∨ ¬SSx(x, diarrhea)

∨ Infection(x, malaria)¬SSx(p, high_fever){p/x}
Symptom(p, high fever)¬SSx(x, malaise) ∨ ¬SSx(x, headache)¬

SSx(x,myalgia) ∨ ¬SSx(x, appetite loss)¬SSx(x, chills) ∨ ¬SSx(x, diarrhea)
∨Infection(x, malaria)¬SSx(p; malaise){p/x}

Symptom(p, malaise)¬SSx(x, headache)¬SSx(x,myalgia) ∨ ¬SSx(x, appetite loss)¬
SSx(x, chills) ∨ ¬SSx(x, diarrhea) ∨ Infection(x, malaria)

¬SSx(p, headache){p/x}
Symptom(p, headache)¬SSx(x,myalgia) ∨ ¬SSx(x, appetite loss)¬SSx(x, chills)∨

¬SSx(x, diarrhea) ∨ Infection(x, malaria)¬
SSx(p, myalgia){p/x}

Symptom(p, myalgia)¬SSx(x, appetite loss)¬SSx(x, chills) ∨ ¬SSx(x, diarrhea)∨
Infection(x, malaria)¬SSx(p, appetite loss){p/x}
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Symptom(p, appetite loss)¬SSx(x, chills) ∨ ¬SSx(x, diarrhea)∨
Infection(x, malaria)¬SSx(p, chills){p/x}

Symptom(p, chills)¬SSx(x, diarrhea) ∨ Infection(x, malaria)¬SSx(p, diarrhea)
{p/x}

Symptom(p, diarrhea) Infection(x, malaria) Infection(p, malaria){p/x}¬
Infection(p, malaria)

NIL

This follows that the original goal is consistent. Some patients may encounter some or
more of the following: hypotension, splenomegaly, cough, anemia, arthralgia, vomiting,
nausea, tachycardia, lethargy or anorexia. Each of the above-mentioned sign or symptom
is “ANDed” to the other common signs and symptoms of a patient infected with malaria,
i.e.

∀(x){[Patient(x) ∧ SSx(x, high fever) ∧ SSx(x, malaise) ∧ SSx(x, headache)
∧SSx(x,myalgia) ∧ SSx(x, appetiteloss) ∧ SSx(x, chills) ∧ SSx(x, diarrhea)

∧SSx(x, hypotension)] → Infection(x, malaria)}.
Not all patients will experience the same signs and symptoms but the “ANDed” signs and
symptoms are the common ones. Patients that do not have all of the “ANDed” signs and
symptoms may have other infection. Figure 1 shows the AND_OR Graph of Malaria.

A patient infected with typhoid fever will experience some, if not all, symptoms
experienced by a patient infected with malaria. With typhoid fever the common symp-
toms, include high fever, malaise, headache, myalgia, loss of appetite, and diarrhoea.
These symptoms are almost the same as that of malaria. Logically, it is expressed as

∀(x){[Patient(x) ∧ SSx(x, high fever) ∧ SSx(x, malaise) ∧ SSx(x, headache)∧
SSx(x,myalgia) ∧ SSx(x, appetite loss) ∧ SSx(x, diarrhea)]

→ Infection(x, typhoid fever)}.
Similarly, some patients may also experience one or more of the following: chills, dehy-
dration (dy), rashes (ra), and bradycardia (bc). Each of these additional sign or symptom
is also “ANDed” to the common signs and symptoms. Logically it is expressed as:

∀(x){[Patient(x) ∧ SSx(x, high fever) ∧ SSx(x, malaise) ∧ SSx(x, headache)∧
SSx(x,myalgia) ∧ SSx(x, appetite loss) ∧ SSx(x, diarrhea)

∧ SSx(x, chills)] → Infection(x, typhoid fever)}.
Figure 2 shows the AND-OR graph of typhoid fever.
Looking closely at the AND-OR graph of typhoid fever andmalaria, a difference of a

single node, the node chills, is observed. Combination of symptoms is not limited to the
combinations presented above. To solve the problem, DiaTTroD looks at the common
symptoms before it will suggest laboratory test. Figure 3 shows the AND-OR graph of
diseases with similar signs and symptoms:
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Fig. 2. AND-OR graph of the signs and symptoms of typhoid fever.

Fig. 3. AND-OR graph of common signs and symptoms of malaria and typhoid fever.

Laboratory Tests
Abnormalities in the laboratory result can lead to accurate diagnosis. DiaTTroD consid-
ers four types ofMalaria, namely, PlasmodiumVivax (P. vivax),PlasmodiumFalciparum
(P. falciparum), Plasmodium Malariae (P. malariae) and Plasmodium Ovale (P. ovale).
Figure 4 shows the OR graph of malaria.

Fig. 4. OR graph of malaria.

For P. falciparum malaria, the following can be identified:

For thin blood smear
(+) enlarged infected RBC (eirbc)
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(−) presence of Maurer dots (pmd)
(rare) parasites with double chromatin dots (pdcd)
(+) presence of Shuffner dots (psd)
(rare) multiple parasites per RBC (mprbc)
(−) Parasites with sausage shaped gametocytes (pssg)

P. vivaxmalaria can be easily identified if morphology is considered. An AND graph
of the morphology of P. vivax malaria is presented in Fig. 5. Logically, it is expressed as

∀(x) {[Patient(x) ∧ Eirbc(x, positive) ∧ Pmd(x; negative) ∧ Pdcd(x, rare)∧
Psd(x, positive) ∧ Mprbc(x, rare) ∧ Pssg(x, negative)]

→ Result(x, p vivax malaria)}.

Fig. 5. AND graph of P. vivax malaria.

For P. malariae malaria, the following can be identified:

Thin blood smear
(-) enlarged infected RBC (eirbc)
(+) presence of Maurer dots (pmd)
(−) parasites with double chromatin dots (pdcd)
(−) presence of Shuffner dots (psd)
(−) multiple parasites per RBC (mprbc)
(−) Parasites with sausage shaped gametocytes (pssg)

Logically, it is expressed as

∀(x) {[Patient(x) ∧ Eirbc(x, negative) ∧ Pmd(x; positive) ∧ Pdcd(x, negative)∧
Psd(x, negative) ∧ Mprbc(x, negative) ∧ Pssg(x, negative)] →

Result(x, pmalariae_malaria)}.
Figure 6 illustrates the AND graph of P. malariae malaria.
In cases where test kits are available, e.g. for typhoid fever, Typhidot test can be

used to verify if the patient is really infected with the disease. In cases where Typhidot
test fails, the system will recommend blood culture. This is true if test for malaria is
negative. Logically, Typhidot is expressed as

∀(x){[Patient(x) ∧ IgM (x, positive) ∧ IgG(x, positive)] → Result(x, typhoid)} .
Figure 7 illustrates the Typhidot test AND graph.
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Fig. 6. AND graph of P. malariae malaria.

Fig. 7. AND graph of typhoid fever.

3.3 Implementation

In its implementation, DiaTTroD considers an algorithm for diagnosing a patient using
signs and symptoms only, and another algorithm for the laboratory examinations.
Algorithms 1 and2, i.e., as shown inFig. 8 andFig. 9, respectively, implementDiaTTroD.

FUNCTION diattrodSSx (percept) returns diagnosis and lab requirement
Inputs: signs, symptoms, history, environment
Static: KB
INFORM(KB, S, Sx, Environment, History)
if S and Sx == associated S and Sx of KB then Infection-X 
else
if S and Sx and history and environment == associated S and Sx of KB then Infection-X else
if S and Sx and (history or environment) == associated S and Sx of KB then Infection-X else
infection not in KB
if INFORM(KB,S,Sx,Environment, History) == TRUE
then
suggest specific lab analysis else infection not in KB.

Fig. 8. Algorithm 1: signs and symptoms.

There are twoways to diagnose a patient in DiaTTroD. A user can either use a guided
diagnostic system wherein the agent asks for several signs and symptoms. Each answer
of the user is considered as a sensation of the agent. The agent will decide the next
question for the user to answer. This enables the user to complete the exam before the
agent decides. If the user is uncertain of an answer, the agent will still consider whatever
the answer is. The agent has tags for important data to consider before it decides. In
the case where the tags are not met, the agent will suggest a laboratory exam. The
second test displays all signs and symptoms for the user to check if a certain sign or
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Function diattrodLab (percept) returns diagnosis
Inputs: laboratory test results
if (INFORM(KB, lab analysis result)) == TRUE
return infection 
else
infection not in KB

Fig. 9. Algorithm 2: laboratory examination.

symptom is present. The logical agent will decide after the user has checked all present
signs and symptoms. This is the architecture used for the laboratory exam. There are no
uncertainties considered because the laboratory results are discrete. A disease is defined
by its own morphological structure and is unique.

4 Testing and Results

This study uses theoretical testing to test the proposed logical agent. Several possible
cases and combinations of signs and symptomswere considered. To correctly implement
the diagnosis, some symptoms or signs are quantified, such as fever, where its degree
is specified numerically. In such cases, correct input of sign or symptom is expected by
the logical agent.

Table 1. Case 1 test cases.

SSx Value

High fever T

Appetite loss T

Abdominal pain T

Malaise T

Feeling weak T

Pain T

Rash T

Wbc_reveal_leukopenia F

Congested_face T

Rose_spot_in_trunk_and_abdomen F

Right_iliac_fossa_tenderness F

Correct and complete definition of a disease in the KB and complete input of signs
or symptoms yield 100% accuracy. However, in cases where a certain disease is not
correctly defined, less than 80% accuracy is met. Thus, the accuracy depends on how
the KB is defined and how signs and symptoms are queried. In cases where test kits are
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used, and the test kits fail, DiaTTroD will also fail if there is no culture present in the
KB. To prevent failure in uncertain cases, the user must refute the results of test kits,
and use the culture method for laboratory examination.

Table 1 shows the developed test cases for Case 1, indicating when patient has
True(T) or False(F) value for the SSx. This will result in an Unknown Infection. When
WBC_reveal_leukopenia (WBCrl) gets the value of false, this reconsiders another dis-
ease that is included in the knowledge of DiaTTroD. If (WBCrl) should be present
in dengue fever, for example, then the system will eliminate dengue fever, and will
proceed to the next disease. It then asks for the value of Congested_face. Sens-
ing that the value is true, it considers the next SSx present. Sensing again that the
rose_spot_in_trunk_and_abdomen (rsta) is false, it asks another question. The logical
agent will ask another question related to the disease because rsta must not be neces-
sarily present as an SSx to identify the next disease. The logical agent then asks for the
presence of right_iliac_fossa_tenderness (rift). For example, a patient must have either
rsta or rift to declare that the infection is typhoid fever. Since both are absent in Case
1, and these SSx are no longer significant in other infections included in the KB, then
the logical agent will give an output of Unknown Infection. Meaning, the patient may
be infected with another disease that is not part of DiaTTroD. Several test cases were
repeated including those that are possibly impossible.

Table 2, a summary of some test cases, shows that 100% is achieved if the KB is hit
or KB is satisfied since this is a logical agent. 80% result does not mean that the accuracy
of the system is only 80%, rather, this means that only 80% of the SSx were considered.
In this case, the Logical agent will guide the user what to look for because the agent will
try to traverse all necessary common SSx before it will decide an Unknown infection. If
all SSx are considered, then a 100% result can be obtained. Common type of test here
refers to common SSx of both dengue and typhoid fever, for example. Prognosis is the
actual input of all SSx.

Table 3 shows the test run of the program in SWI Prolog (AMD 64, Multi-threaded,
version 8.02) using an Intel® Core™ i7-7500 CPU@ 2.70 GHz processor with 12.0 GB
RAMrunning onWindows 10. Thismachine is used to test run the code to get the average
time of the diagnosis. The machine chosen to test the run time is considered as a not
so fast and not slow platform. The output in time will resemble an average run time
of DiaTTroD. Here, the test run assumes that all data are readily available. The logical
agent expects the user to answer all questions to get a logical answer. Looking at Cases
4 and 6, both have 15 questions, and both have dengue fever infection, but the time
required to run the logical agent differs. Here, the time in seconds include the speed of
the user in using the system which means, slow users require more time, thus, the time
values are usually not the same. However, as Table 3 shows time is not a constraint in
running DiaTTroD. All cases have test runs in less than 60 s. This shows that using the
system is a good tool to guide the user in decision making. If the user is not sure what
SSx to look for from the patient and what laboratory procedure to prescribe, the user can
run the logical agent, and the system will guide the user. Since not all SSx are present
at a certain point in time, the user can take the history of the patient, and run DiaTTroD
again whenever a new SSx is observed from the patient. This saves time and ensures
that all data from the patient are recorded. Using DiaTTrod will help create a patient
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Table 2. Summary of test cases.

Case
number

Type of test Infection Result (%)

1 Common Typhoid_dengue 100

Prognosis Unknown 100

2 Common Typhoid_dengue 100

Prognosis Unknown 100

3 Common Typhoid_dengue 100

Prognosis Unknown 100

4 Common Typhoid_dengue 100

Prognosis Dengue fever 100

Lab Dengue fever 100

5 Common Typhoid_dengue 100

Prognosis Typhoid fever 100

Lab Typhoid fever 100

6 Common Typhoid_dengue 100

Prognosis Dengue fever 100

Lab Dengue fever 100

7 Common Unknown 80/100

Prognosis Unknown 100

8 Common Unknown 80/100

Prognosis Unknown 100

9 Lab Giardiasis 100

10 Lab S. mansoni 100

Table 3. Test run of DiaTTroD.

Case number Number of questions Time (seconds) Infection

1 6 14 Typhoid_dengue

4 15 34 Dengue fever

5 9 18 Typhoid fever

6 15 36 Dengue fever

database in the future. This can then be used to create an automated learning or to mine
data to improve the KB.

The present study involves image processing of the laboratory findings. This is where
morphology is considered. A disease is defined by its infection. Infection is characterized



DiaTTroD: A Logical Agent Diagnostic Test for Tropical Diseases 111

by an infective agent. For example, there are four kinds of Schistosoma considered in this
study, these are: Schistosoma japonicum (S. japonicum), Schistosoma haematobium (S.
haematobium), Schistosoma intercalatum (S. intercalatum), and Schistosoma mekongi
(S. mansoni). They have very similar SSx and thus, it is very difficult to identify which
Schistosoma infects a patient. Although in some infections, with those that are identified
that have specific sources, it is good to confirm what Schistosoma is present in the
infection. In this case, a laboratory examination is required. To identify what specific
Schistosoma is present, morphology is considered. Stool, urine or blood samples can be
used to check a parasite egg. Stool is used for S.mansoni and S. japonicum, and urine for
S. haematobium eggs [16]. These are morphologically examined under a microscope.
For example, a S. mansoni has the following characteristics: colour is yellow, size is 140
by 66 micrometers, and shape is elongated with prominent lateral spine near posterior
end. For S. japonicum, the following are the characteristics: size is 90 by 70 Âµm,
shape is oval, and colour is yellow. For S. haematobium: colour is yellow, size is 143 by
69Âµm, and shape is elongated with rounded anterior end. For S. intercalatum: colour is
yellow, size is 175 by 60 Âµm, shape is elongated with tapered anterior end and terminal
spine. These are just a few of their differences in morphology but these are unique to
each infectious agent. In this study, an infection is defined by these differences. Each
difference is described by an algorithm to digitally analyze it.

Under themicroscope, themorphology of the egg is examined. In the case of Schisto-
somiasis, the colour, the shape, and the size are some of the data automatically extracted
using image processing. This ensures that an accurate laboratory finding will be fed to
the system. In cases where the accuracy is small, another blood sample from the patient
will be considered. In some cases, the infectious agent will not manifest right away. This
is the advantage of using DiaTTroD because the system will guide the user what to look
for to help diagnose the infection.

4.1 Design of DiaTTroD

The use of morphology provides a good input for the logical agent. This simplifies
the knowledge engineering. Although most of the work reviewed in Sect. 2 used signs
and symptoms to diagnose the patient, it is always good to confirm the infection by
considering a laboratory examination. The results of the laboratory examination will
provide an exact diagnosis of the infection. The use of a DSS in diagnosing tropical
diseases will increase the accuracy of diagnosis as a patient must not be diagnosed
based on how the disease is defined. While human intuition has a tendency to miss the
diagnosis and experts may sometimes fail, a logical agent will not if properly defined
since morphology is static. The definition of an infection will always be the same.
If there are changes, a new infection is defined. The advantage of being an expert is
the experience. However, that experience can also lead to missed diagnosis whenever
mutation of virus or complication is encountered. The expert has the tendency to rely
on experience but a logical agent will always stick to what it was taught, and since
DiaTTroD is a logical agent that is based on morphology it will always have a logical
output. In case of mutation, the agent will return a FALSE value since it is not the right
disease. On the other hand, if there is complication, DiaTTroD will return TRUE if the
disease is still present in the patient. In the worst case, e.g., where a patient has both
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malaria and dengue fever, then if it is already TRUE for malaria, then the user can run
the agent again and refutes some of those that will lead to repeat diagnosis of malaria so
that the user can test if the patient has dengue fever.

The results above show that a logical agent that is not designed to learn can still
produce a very good result. If automatic learning is used, there is a tendency to increase
the search space of the knowledge base and will slow down diagnosis. In DSS such
as DiaTTroD, time is an important element because some of the patient cases that will
be diagnosed are acute. Dengue fever can be very fatal if left unattended. The most
important thing to consider is that the user is guided on what to look for in a patient, i.e.,
only necessary information from the patient is elicited. If the test fails for the diseases
included in the KB, then the search space for some other diseases outside the scope of
the KB will decrease. In complicated cases where some of the infections are present in
the KB, the user can repeatedly run the agent and test for other diseases present in the
KB.

Table 4. Comparative results of diagnostic systems

Author Year Diseases Data Method Input Accuracy

[7] 2018 severe respiratory
infection, severe
central nervous
system infection,
and sepsis

performed
with actual
patients in
pre-hospital
environment

statistical
analyses using
Kruskal-Wallis
test

symptoms 94%

[8] 2017 disease records in
clinic

clinical
records

data mining,
KB and
non-KB

survey

[9] 2010 acute bacterial
meningitis

patient
records

rule based
expert system
and case-based
reasoning

symptoms 97%
excellent
results for
precision &
robustness

[10] 2011 malaria, typhoid,
tuberculosis,
sexually
transmitted

patient
records

fuzzy
inference

symptoms

[11] 2011 Malaria patient
records

fuzzy system
and analytic
hierarchy
process (AHP)

symptoms
fuzzy
better than
AHP

80%

[12] 2011 tuberculosis patient
records

fuzzy system signs and
symptoms

61%
(possibility)

[13] 2013 malaria and
dengue

patient
records

fuzzy system symptoms 91.30%

(continued)
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Table 4. (continued)

Author Year Diseases Data Method Input Accuracy

DiaTTroD 2019 amoebiasis,
capillariasis,
dengue fever,
diphtheria,
filariasis,
giardiasis,
helminthiasis,
hepatitis A-C,
leptospirosis,
malaria,
meningococemia,
paragonimiasis,
rabies, rota
viruses,
schistosomiasis,
tetanus,
tuberculosis, and
typhoid fever

morphology
of diseases

logical agent signs and
symptoms;
laboratory

100%

Signs and Symptoms
The test results for DiaTTroD show that 100% accuracy is achieved if the signs and
symtoms of a disease are correctly defined in its KB. Common SSx must be thoroughly
investigated so that the agent will have a good sensation of the condition of the patient
which will result to the correct actuation. If these were not correctly engineered, DiaT-
Trodwill fail, as in the case of diarrhea and constipation. In some cases, a patient infected
with disease,X,may suffer constipation, but in other cases, patient infectedwith the same
disease, X, will suffer diarrhea. If for example, diarrhea is ANDed with the common
SSx, then in cases where this is False, DiaTTroD will fail.

Laboratory
The use of logical agent in the design of DiaTTrod crafted the KB of the morphology
of the pathogen. The results of laboratory of DiaTTroD are expected to clarify what
infection is present in the patient. Using the morphology of a specific disease will lead
to correct diagnosis. Since a disease is defined by its infection, and an infection is defined
by the morphology of the pathogen, proper engineering of the knowledge included in
the KB of DiaTTroD will lead to exact diagnosis. In this way, the patient can be treated
properly if the correct diagnosis is made.

4.2 Comparison of DiaTTroD with Other Work

Table 4 compares the performances of DiaTTroD and several studies reviewed in Sect. 2.
In [12], the number shows possibility of patient infected with tuberculosis.
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A graphical comparison of the maximum accuracy attained by each study is shown
in Fig. 10.
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Fig. 10. Graphical comparison of maximum accuracy achieved.

5 Conclusion and Future Work

This paper presents DiaTTroD for accurately diagnosing a patient infected with diseases
considered in its KB. DiaTTroD comprises two algorithms that address the possible
failures of a logical agent design for diagnostic medicine, by considering all known
possibilities that can happen to a patient. The inclusion of morphology further improves
the accuracy of its diagnosis. Addition of diseases can be easily achieved by adding
knowledge associated with each infection in its KB.

In cases where the sign or symptom is contradictory, which is possible in some places
or certain environment, the KB can be altered and not the algorithms. In certain parts
of the world, a patient experiencing a disease, X, may experience diarrhea, but in other
parts of the world, patients also suffering from X, may experience constipation. In such
a case, only a qualified practitioner or an expert in the field can modify the KB.

The proposed logical agent can be used not just for medical diagnosis but also for
other areas where a DSS is desired. For as long as the design of the KB is accurate
and complete, this study can be used as a reference. The present work includes the use
of image processing technique to correctly analyze the images in the laboratory and
development of persuasive technology to correctly extract signs and symptoms of the
patient.

Future work includes addition of infections and the use of several other algorithms
to improve the processing speed and the accuracy of diagnosis in failed cases, if any. A
real time and multimodal diagnostic examination is also considered. Finally, complex
cases such as complications of diseases will be investigated.
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Abstract. The effectiveness of wireless electroencephalograph (EEG) sensor-
based medical or Brain Computer Interface applications largely depends on how
to classify EEG signals as accurately as possible. Empirical studies show that
EEG channels respond differently to different cognitive tasks. Thus, to effectively
classify cognitive tasks, the channel cognitive sensitivity should be taken into
account during the classification process. In this paper, we propose a weighted
combination of multiple k-nearest neighbor approach for cognitive task classifi-
cation. Each EEG channel is assigned a weight that reflects its sensitivity to the
cognitive task space. First, for each channel, a k-nearest neighbor algorithm is per-
formed and an output is produced. To combine all the channel outputs, a modified
aggregation method is utilized such that the weights assigned to the channels are
accommodated. Experimental work shows that the proposed technique achieved
96.7% classification accuracy utilizing all the available channels, and 96.4% and
92.7% classification accuracies utilizing only 70% and 60% of the available chan-
nels, respectively, for subject 1; and 99.4% classification accuracy utilizing all the
available channels, and 98.9% and 97.6% classification accuracies utilizing only
70% and 60% of the available channels, respectively, for subject 2.

Keywords: Cognitive task classification · K-Nearest neighbor · EEG signal
classification

1 Introduction

The functional magnetic resonance imaging (fMRI) data has been used as a main source
of information for identifying cognitive tasks [1–4]. However, electroencephalograph
(EEG) sensors are cheaper [1], andmore feasible for applications such asBrainComputer
Interface (BCI) epilepsy treatment [2, 5]. Any prospective algorithm should meet two
basic requirements to be efficiently applicable, namely acceptable classification accuracy
and energy conservation. For wired EEG sensors the second requirement may not be a
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critical issue. Different classifier models with different learning and reasoning strategies
have been utilized for the purpose of cognitive task classification and brain disease
analysis such as artificial neural networks [6–11], support vector machines [12, 13], and
fuzzy logic [14].

Most of these approaches utilize all EEG channels. To the best of our knowledge,
none of the existing techniques consider the sensitivity of EEG channels to different
cognitive tasks. To increase the performance of the proposed approach in terms of clas-
sification accuracy, EEG channels are assigned weights that appropriately reflect their
discriminant capabilities regarding cognitive tasks. When compared with other well-
known techniques, experimental work shows that the proposed approach outperforms
all of them. Even when the number of the participating channels are reduced, for better
channel utilization, the proposed approach still yield a very acceptable classification
accuracy compared with other techniques.

The rest of the paper is organized as follows: Sect. 2 explains the k-nearest neighbor
technique. The proposed approach is detailed in Sect. 3. Section 4 reports the results
obtained by the new approach and final remarks are summarized in Sect. 5.

2 K-Nearest Neighbor-Based Classifier Model

The k-nearest neighbor technique is adopted in this work as the classifier model for
the individual EEG channels. The nearest neighbor is considered a simple and intuitive
technique. According to the k-nn algorithm, a new channel reading is assigned the
cognitive task of the channel readings in the training set that is closest to the new
channel reading. The similarity property is based on distance measures. Formally, the
nearest neighbor strategy can be described as follows. Let

D = {(xi, yi), i = 1, . . . , nD} (1)

be the training set of the channel reading data, where yi ∈ {1, . . . .,T } denotes cognitive
task membership and the input vector x′

i = (
xi1, . . . , xip

)
represents the readings of an

EEG senor of p channels. The nearest neighbor is determined by a distance function
d(., .). For a new channel reading (x, y) the nearest neighbor

(
x(1), y(1)

)
within the

training set is determined by:

d
(
x, x(1)

) = mini(d(x, xi)) (2)

and y(1) the cognitive task of the nearest neighbor is selected as a prediction for y. One
typical distance function is the Euclidean distance:

d
(
xi, xj

) =
(∑p

t=1

(
xit, xjt)

2
)) 1

2
(3)

For the k-nearest neighbor, k refers to the k nearest neighbors. The decision, then, is
determined based on the cognitive task label that belongs to themajority of the neighbors.
Let kr denote the number of channel readings from the group of the nearest neighbors,
that belong to cognitive task r:

∑c

r=1
kr = k (4)
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The cognitive class kl assigned to a new channel reading is decided as follows:

kl = maxr(kr) (5)

3 AWeighted Combination Approach of Multiple K-NN Classifiers

The majority of the EEG-based brain computer applications utilize all the EEG channels
in order to identify cognitive tasks (i.e. all the channels have the same weight). However,
EEG channels may vary in their discriminant capabilities regarding certain cognitive
tasks. Empirical studies show that EEG channels respond differently to different cog-
nitive tasks, that is, a given channel can be more accurate in identifying a particular
cognitive task than other channels. In order to exploit this important information, each
channel is given an appropriate weight for each cognitive task. The task weight signifies
the channel’s classification accuracy of this cognitive task. The channel weights are then
incorporated in the classification process. The architecture of the proposed approach is
shown in Fig. 1.

Fig. 1. A general architecture of the proposed approach.

3.1 Channel Weight

As stated in the previous section, EEGchannels have different discriminant power, and as
such they should not be treated with the same significance during the task classification.
Formally, this simple fact can be described as follows. Let us assume that G is an EEG
sensor and has p channels:

G = {
c1, c2, . . . , cp

}
(6)

where ci is the ith channel in G (i = 1, . . . , p), and G′ is the set of the current channel
readings of G:

G′ = {
rc1, rc2 , . . . , rcp

}
(7)
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where rc1 is the current reading of the channel ci in G. Let us further assume that the
cognitive task space is represented as follows:

T = {
t1, t2, . . . , tQ

}
(8)

Thus, the channel weight wci for the above task space takes the following form:

wci =
{
wci(t1)

t1
,
wci(t2)

t2
, . . . .,

wci(tQ)

tQ

}
(9)

where wci(tj) is the channel c
′
is weight for the cognitive task tj, and is a positive value

between 0 and 1.

3.2 Weighted Combination Method

The k-nearest neighbor technique, as described in the previous section, is used as a
classifier model for each channel. Let fci refer to the k-nearest neighbor applied to the
channel ci. The expected output for the channel ci takes the following form:

fci =
{
fci (t1)

t1
,
fci (t2)

t2
, . . . ,

fci (tQ)

tQ

}
(10)

If tj is identified as the correct cognitive task by the channel ci given its current
reading rci , then the channel’s output is:

fci
(
rci

) =
{
0

t1
, . . . ,

1

tj
, . . . ,

0

tQ

}
(11)

The value of 1, given to the cognitive task tj, means that the channel is absolutely
certain regarding its outcome.

To be more realistic, this value should be modified with the channel’s weight during
the aggregation of the outputs of the channels. Given the current channel reading of the
EEG sensor G, the combination method T

(
G′) is described as follows:

T
(
G′) =

{
T (t1)

t1
,
T (t2)

t2
, . . . ,

T
(
tQ

)

tQ

}

(12)

where T (tj) is defined as follows:

T
(
tj
) =

∑p
i=1 fci (tj)wci(tj)

u
(13)

for j = 1, . . . ,Q, and u is a normalizing factor and defined as follows:

u =
∑Q

q=1

∑p

i=1
fci

(
tq

)
wci(tq) (14)

Hence, the current channel readings are predicted into the cognitive task l with:

T (tl) = maxj
(
T

(
tj
))

(15)
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3.3 Principal Component Analysis-Based Channel Selection

For wireless sensors, depending on the given application, minimizing energy consump-
tion is actually a major concern. Moreover, it has been shown that wireless transceivers
consume more power on average than processors [2]. Thus, most of the energy-aware
algorithms reported in the literature address this issue at the communication level [5–
8]. This objective can be achieved by reducing the number of channels participating in
identifying cognitive tasks. However, randomly reducing channels may inadvertently
reduce the classification accuracy of the system as informative channels can be at risk of
being eliminated. Viewing channel selection as a feature selection (FS) problem, many
FS techniques can be utilized. On top of these techniques comes the principal compo-
nent analysis which is widely known for its capability of selecting the best informative
features. In this work, the PCA is utilized for the EEG channels as depicted in Fig. 2.
As shown in the figure, first the PCA is applied to the EEG sensor with p channels. The
PCA selects m channels from the EEG sensor (i.e., m � p), which in turn are fed to the
cognitive classification system.

Fig. 2. A PCA-based channel selection.

4 Performance Evaluation

To evaluate the proposed approach, extensive experimental work has been conducted.
Emotiv EPOC EEG headset is used to collect brain signals. The EEG sensors are con-
nected to well-defined parts of the human scalp. The data is initially collected from
two subjects. The EEG signals are sampled at 128 Hz. In this study, three mental tasks,
namely sending an email (t1), dialing a phone number (t2), and initiating a Skype session
(t3), are identified Thus, the cognitive task space contains three elements:

T = {t1, t2, t3} (16)
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4.1 Channel Weights for Each Subject

The quality of the discriminant power of each channel is examined using the k-NN
classifier model. The k parameter is set to 4. The overall classification accuracy of the
sensor channels for the two subjects are reported in Table 1 and Table 2, respectively.
Notably, no single channel yields a satisfactory performance level in terms of overall
classification accuracy (less than 45% accuracy). However, it can be noted from the table
that EEG channels respond differently to different mental tasks. The tables are used to
calculate channel weights for each subject as follows.

For a given subject, let us assume the classification accuracy for a given EEG channel
ci is given by:

ci = {
at1 , at2 , at3

}
(17)

where at1 , at2 , and at3 are the classification accuracy for the three cognitive tasks t1, t2,
and t3 as given in (16). Now, the weight of channel wci(tj), for the cognitive task tj can
be calculated as follows:

wci(tj) = atj
at1 + at2 + at3

(18)

for j = 1, 2, and 3.
For example, the weights of channel 4 (i.e., c4), for subject 1, for the three cognitive

tasks can be calculated as follows:

c4 = {59%, 37%, 25%}

Table 1. EEG channels classification accuracy to cognitive tasks for subject 1.

EEG channel
number

Cognitive tasks Overall accuracy

t1 t2 t3

4 59% 37% 25% 40.2%

5 57% 34% 19% 36.6%

6 68% 39% 19% 41.7%

7 66% 33% 32% 43%

8 65% 40% 28% 44%

9 69% 21% 21% 36.8%

10 67% 39% 29% 44.6%

11 75% 26% 20% 40%

12 69% 29% 19% 38.8%

13 65% 34% 27% 41.6%

14 59% 64% 36% 53.3%

15 65% 35% 26% 42%

16 51% 46% 31% 42.8%

17 56% 49% 25% 43.2%
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Table 2. EEG channels classification accuracy to cognitive tasks for subject 2.

EEG channel
number

Cognitive tasks Overall accuracy

t1 t2 t3

4 50% 47% 36% 44.1%

5 65% 37% 20% 40.8%

6 64% 45% 17% 42.1%

7 70% 48% 14% 44%

8 50% 40% 43% 44.2%

9 62% 42% 20% 41.4%

10 70% 41% 7% 39.5%

11 72% 35% 2% 36.3%

12 69% 47% 16% 44.4%

13 52% 52% 38% 47.2%

14 56% 39% 16% 37.1%

15 64% 39% 16% 39.7%

16 48% 42% 36% 41.8%

17 47% 45% 37% 42.9%

The classification accuracy (as reposted in Table 1). Using (18), the channel weights
are then computed:

wc4 =
{
0.50

t1
,
0.30

t2
,
0.20

t3

}

The remaining weights for the other channels are calculated in the same way.
The performance of the proposed weighted combination method of multiple k-

nearest neighbor classifiers (WCMMKNN) approach is measured by two important
criteria: the receiver operating characteristics (ROC) curves and the confusion matrices.
In ROC, the true positive rates (sensitivity) are plotted against the false positive rates
(1-specifity) for different cut-off points. For a specific cognitive task, the closer its ROC
curve is to the left upper corner of the graph, the higher its classification accuracy is.
In the confusion matrix plot, the rows correspond to the predicted class (output class),
and the columns show the true class (target class). The proposed approach is compared
with the four well-known classifiers, namely the Quadratic Analysis (QA) classifier,
Decision Tree (DT) classifier, Artificial Neural Network (ANN) classifier, and the Sup-
port Vector Machine (SVM) classifier. The confusion matrix and the ROC curves are
shown in Fig. 3, 4, 5, 6 and 7 for the models DT, QA, SVM, ANN, and the proposed
weighted combination method of multiple k-nearest neighbor classifiers (WCMMKNN)
approach, for subject 1, and in Fig. 8, 9, 10, 11, and 12, for subject 2, respectively.



AWeighted Combination Method of Multiple K-Nearest Neighbor Classifiers 123

Table 3. Classification accuracy for the QA, DT, SVM, ANN, and WCMMKNN models for
subject 1.

Classifier model Cognitive tasks Overall
accuracyt1 t2 t3

QA 64% 99% 60% 74.5%

DT 82% 85% 83% 83.2%

SVM 90% 97% 93% 93.5%

ANN 85.1% 84.8% 84.3% 84.8%

WCMMKNN 98% 99% 96% 97.6%

Table 4. Classification accuracy for the QA, DT, SVM, ANN, and WCMMKNN models for
subject 2.

Classifier model Cognitive tasks Overall
accuracyt1 t2 t3

QA 67% 72% 95% 77.6%

DT 86% 93% 91% 89.9%

SVM 97% 97% 98% 97.5%

ANN 87.6% 91% 82.6% 86.8%

WCMMKNN 99% >99% 99% 99.4%

It should be noted from these figures that the proposed WCMMKNN model outper-
forms all other models. It yields 97.6% classification for subject 1, and 99.4% classifica-
tion for subject 2. Moreover, the Quadratic Analysis (QA) yields the worst performance
at 74.5%detection accuracy for subject 1 and 77.6% classification accuracy for subject 2.
The performance of all classifier models are summarized in Table 3 subject 1, in Table 4
for subject 2. The proposed approach still performs better than the other models when
reducing the number of channels to 10 and 8, and yield 96.4%, 92.7%, for subject 1 as
shown in Table 5 and Table 6, respectively; and 98.9%, 97.6%, for subject 2 as shown
in Tables 7 and Table 8, respectively.
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Fig. 3. The confusion matrix (a) of the DT classifier and its ROCs (b, c, and d) for tasks t1, t2,
and t3, respectively, for subject 1.

Fig. 4. The confusion matrix (a) of the QA classifier and its ROCs (b, c, and d) for tasks t1, t2,
and t3, respectively, for subject 1.
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Fig. 5. The confusion matrix (a) of the SVM classifier and its ROCs (b, c, and d) for tasks t1, t2,
and t3, respectively, for subject 1.

(a)

(b)

Fig. 6. The confusion matrix (a) of the ANN classifier and its ROCs (b, c, and d) for tasks t1, t2,
and t3, respectively, for subject 1.
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Fig. 7. The confusion matrix (a) of the proposed WCMMKNN approach and its ROCs (b, c, and
d) for tasks t1, t2, and t3, respectively, for subject 1.

Fig. 8. The confusion matrix (a) of the DT classifier and its ROCs (b, c, and d) for tasks t1, t2,
and t3, respectively, for subject 2.
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Fig. 9. The confusion matrix (a) of the QA classifier and its ROCs (b, c, and d) for tasks t1, t2,
and t3, respectively, for subject 2.

Fig. 10. The confusion matrix (a) of the SVM classifier and its ROCs (b, c, and d) for tasks t1,
t2, and t3, respectively, for subject 2.
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Fig. 11. The confusion matrix (a) of the ANN classifier and its ROCs (b, c, and d) for tasks t1,
t2, and t3, respectively, for subject 2.

Fig. 12. The confusion matrix (a) of the proposed WCMMKNN approach and its ROCs (b, c,
and d) for tasks t1, t2, and t3, respectively, for subject 2.
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Table 5. Classification accuracy for the QA, DT, SVM, ANN, and WCMMKNN models for
subject 1, utilizing 10 channels.

Classifier model Cognitive tasks Overall
accuracyt1 t2 t3

QA 50% 99% 53% 67.9%

DT 78% 82% 80% 80.1%

SVM 84% 93% 91% 89.4%

ANN 82.1% 78% 72.2% 77.2%

WCMMKNN 97% 98% 94% 96.4%

Table 6. Classification accuracy for the QA, DT, SVM, ANN, and WCMMKNN models for
subject 1, utilizing 8 channels.

Classifier model Cognitive tasks Overall
accuracyt1 t2 t3

QA 44% 98% 40% 61.4%

DT 76% 80% 80% 78.6%

SVM 75% 87% 89% 83.7%

ANN 77.5% 68.6% 64.2% 68.4%

WCMMKNN 92% 95% 91% 92.7%

Table 7. Classification accuracy for the QA, DT, SVM, ANN, and WCMMKNN models for
subject 2, utilizing 10 channels.

Classifier model Cognitive tasks Overall
accuracyt1 t2 t3

QA 56% 70% 90% 73.1%

DT 84% 93% 90% 89.1%

SVM 96% 95% 99% 96.6%

ANN 72.8% 87.5% 80% 79.9%

WCMMKNN 99% 99% <99% 98.9%



130 A. Mohamed et al.

Table 8. Classification accuracy for the QA, DT, SVM, ANN, and WCMMKNN models for
subject 2, utilizing 8 channels.

Classifier model Cognitive tasks Overall
accuracyt1 t2 t3

QA 50% 64% 93% 68.9%

DT 85% 93% 89% 89.2%

SVM 93% 92% 96% 93.7%

ANN 54.4% 86.6% 59.2% 65.6%

WCMMKNN 97% 98% 98% 97.6%

5 Conclusion

The cognitive task classification is an important component of many EEG-based appli-
cations such as Brain Computer Interface and epilepsy treatment. In this work, we
proposed a weighted combination of multiple k-nearest neighbor approach. The new
approach is evaluated using two important criteria: the receiver operating characteristics
(ROC) curves and the confusion matrices. Extensive experimental work has been car-
ried out on two subjects and the performance of the proposed approach along with four
other well-known techniques are reported. The new approach outperforms all of them
with classification accuracy at 97.6%, utilizing all the available channels, and 96.4% and
92.7% classification accuracies utilizing only 70% and 60% of the available channels,
for subject 1, respectively; and classification accuracy at 99.4%, utilizing all the available
channels, and 98.9% and 97.6% classification accuracies utilizing only 70% and 60% of
the available channels, for subject 2, respectively. For future work, sophisticated meth-
ods of feature extraction and selection will be incorporated in the proposed technique to
improve the classification accuracy.
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Abstract. In recent years, microwave imagining has gained a remarkable signifi-
cance due to its numerous applications in different domains like civil engineering,
meteorology; detection and localization of people through the walls and medicine
(detection and localization of breast cancer). Through this research, we suggest a
novel technique in order to detect and localize the breast tumor in 2D. The rec-
ommended method relies on a technique called artificial neural networks (ANN).
Using the EM simulator CST, a sphere-shaped tumor was created and settled at
arbitrary locations in a breast model. The equipment used was bow-tie antennas
for the transmission and reception of Ultra-Wide Band (UWB) signals at 4 GHz.
The simulation results are extremely satisfying in terms of detecting and localizing
the breast tumor.

Keywords: UWB antennas · Artificial Neural Network (ANN) · Breast cancer

1 Introduction

Recently, breast cancer is affecting many women but the early recognition will help in
fast and efficient treatment. X-ray mammography is the most efficient technique used
for imaging method for the clinical detection of the occult breast cancer. Although the
noticeable progress in enhancing mammographic techniques for detecting and charac-
terizing breast lesions, mammography showed a report of high false-negative rates [1]
and high false-positive rates [2]. These difficulties are related to the intrinsic contrast
between normal andmalignant tissues atX-ray frequencies. In the soft tissues like human
breast, it is difficult for X-ray to scan and show the breast anomalies at an early stage;
as well as the variation in density between normal and malignant breast tissues is not
significantly detectable.

With the new medical progress, microwave imaging is a modern technology which
has potential applications in the domain of diagnostic medicine [4, 5]. This technology
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works on the molecular interactions (dielectric) rather than atomic (density) based on
the microwave radiation with the target compared to X-ray imaging.

Many studies rely on microwave as a powerful electromagnetic tool to recover the
physical and electrical properties of objects. For the application of detection and local-
ization of breast cancer, microwave imaging has been extremely efficient in achieving
the desired results which are detecting and localizing the tumor at a very early stage.
The difference between the dielectric properties of breast tissue shows the creation of
multiple scattering waves in these tissues which presents a nonlinear inverse scattering
problem. In this work, we use a novel technique based on neural networks which was
recently introduced in the detection and localization of objects using microwave imag-
ing without solving this problem [5]. The proposed technique has been already used,
however, the database used is not large enough and the precision of localization is not
better [6].

In our study, we have improved the results by increasing the precision of detection
and localization of tumors. For this latter, we used a larger database the one used in
[6] with other learning algorithm. A spherical tumor was created and put at random
locations in a breast model using EM simulator. With the use of bow-tie antennas that
have transmitted and received Ultra-Wide Band (UWB) signals of 4 GHz, the simulation
results depict that the ANN presents more precision in the detection and localization of
tumor.

2 Breast Model for Data Collection

In the literature, different dimensions of the breast model have been used. The choice of
model depends on the intended application, in our application, we used a model given
by “S. A. AlShehri and S. Khatun” Fig. 1 and Table 1 [6].

Table 1. Model parts sizes

Model part Size (cm)

Breast diameter 10

Breast height 6

Skin thickness 0.2

Chest thickness 2

Table 2 show the dielectric properties used in model part. Where σ is the tissue
conductivity in (Siemens/meter) and εr is the relative permittivity [7].

In the literature [8, 9] the tumor radius size ranges from 0.2 cm to about 1.5 cm or
more. In this case, we took a tumor with a radius of 0.25 cm is close to its minimum
size.
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Table 2. Dielectric properties

Conductivity σ (S/M) Permittivity εr

Skin 1.49 37.9

Fat 0.14 5.14

Chest 1.85 53.5

Tumor 1.20 50

Fig. 1. View of the model in CST

3 Detection and Localization in Two Dimension (2D)

The construction of the neural network is done through an iterative process on samples
of a previously built database [10]. This database contains a set of data (input/output)
obtained by simulation using the software “CST” Fig. 2. For this one, we proceeded as
follows:

a. Dispose a pair of transmitter – receiver antenna at opposite sides of breast model.
b. Dispose a tumor at any location in the model.
c. Transmit a Gaussian pulse of a plane wave in the direction of the x-axis.
d. Receive the signal on the opposite side.
e. Change tumor location and repeating the steps (c–d).

This process of data generation was performed for 481 different locations by moving
the tumor along the axis ‘x’ and ‘y’. Also, breast model without tumor tissue was used
2 times to obtain signals propagated through the breast tissue. As a result, two groups
of signals received were formed as follows:

A set of 432 signals (431 with tumor and 1 without tumors) were used for ANN
learning.
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A set of 50 signals (49 with tumor and 1 without tumors) were used for the test phase
of the ANN.

The signals received by the receiver contain a number of samples that can be from
4500 to 7200 samples Fig. 2. To reduce the number of samples and to fix the sampling
interval of the signal, we used a Cubic Hermite Interpolating Polynomial to generate a
polynomial P (xi) while keeping the same pace of the signal [11].The number of samples
obtained after interpolation with a step of 0,01 in the segment (0,3 ns and 3 ns) is 271
samples.

Fig. 2. (a) Transmitted signal, (b) received signal

Fig. 3. ANN model
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There are no theoretical results, or even empirical rules that allow dimensioning a
neural network based problem to resolve. The design of a multilayer network is exper-
imentally selecting the difficulty usually arises when choosing the number of hidden
layer and the number of the nodes in each hidden layer. After several tests, a multilayer
network was selected with the topology presented in Fig. 3. Therefore, the input layer
consists of 271 neurons and the output layer consists in to two neurons representing the
position ‘X’ and ‘Y’ of the tumor in the breast model.

The parameters of the topology and learning are summarized in the Table 3 and
Fig. 3. The number of samples obtained after interpolation with a step of 0.01 in the
segment (0,3 ns and 3 ns) is 271. The input layer contains as many neurons as the number
of elements of the input vector.

Table 3. ANN parameters

Parameters of ANN Values

Training function Traingdm

Number of nodes in input layer 271

Number of nodes in hidden layer 1 40

Number of nodes in hidden layer 2 20

Number of nodes in hidden layer 3 12

Number of nodes in output layer 2

Activation function Sigmoid

Number of iterations 1 000 000

When the learning phase is finished for the learning algorithm Fig. 4, we tested the
performance of ANN using group 2 Table 4.

Table 4 shows the results of detection and localization in two dimensions where
Gradient descent with momentum algorithm is used for the learning phase. The learning
phase lasted 36 h with an error 0,00905.

4 Results

Figure 5, 6, 7, 8, 9 and 10 show examples of images for some signals of group (2). We
display that for images (5), (6), (7), and (8) the ANN output provides a position of tumor
confused with real position of tumor in “CST”, which shows good tumor localization.
However, in the image (9) and (10), ANN output gives apposition far to from al tumor
position of this latter in “CST” where we have a wrong tumor localization.

Based on Table 4, we note that for input signals without the presence of a tumor, the
output of ANN is negative and for input signals which the presence of tumor, the output
of ANN is positive this means that the detection rate is almost 100%. We also note, for
input signals of ANN in the presence of a tumor at different positions, the output of
ANN is very similar to the actual position in “CST” except for 16 cases where the output
ANN is relatively far from there al position of the tumor in “CST” Table 4, where the
localization rate is the range of 67%.
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Fig. 4. Performance learning phase for traingdm algorithms

Table 4. Actual tumor position and output of ANN (2-D)

Actual tumor location (cm/10) ANN output (cm/10)

(X) (Y) (X) (Y)

−1 −1 −1.0116 −0.9924

0.2600 0.4600 0.3077 0.4527

0.2800 0.5600 0.2584 0.4794

0.2800 0.4400 0.2760 0.4576

0.3000 0.5600 0.2685 0.4743

0.3000 0.4600 0.3736 0.4274

0.3200 0.5600 0.2929 0.5165

0.3200 0.4000 0.3486 0.5359

0.3400 0.5400 0.3499 0.4916

0.3400 0.4400 0.3339 0.4656

0.3600 0.5400 0.3762 0.4840

0.3600 0.3800 0.3746 0.5273

0.3800 0.6400 0.4389 0.5202

0.3800 0.5400 0.3773 0.5312

0.3800 0.4600 0.3841 0.5067

0.4000 0.6400 0.4945 0.5078

0.4000 0.5400 0.4062 0.4907

(continued)
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Table 4. (continued)

Actual tumor location (cm/10) ANN output (cm/10)

(X) (Y) (X) (Y)

0.4000 0.4200 0.3865 0.5524

0.4200 0.6000 0.4080 0.5093

0.4200 0.4600 0.4095 0.4807

0.4400 0.4600 0.3985 0.5275

0.4600 0.7200 0.4019 0.5272

0.4600 0.5600 0.4466 0.5018

0.4600 0.4000 0.4497 0.5240

0.4800 0.5800 0.4703 0.4912

0.4800 0.4400 0.4871 0.4751

0.5000 0.5600 0.5149 0.4977

0.5000 0.4200 0.5111 0.4896

0.5200 0.6000 0.4848 0.4839

0.5200 0.4600 0.4980 0.5246

0.5400 0.6200 0.4920 0.4962

0.5400 0.4000 0.5512 0.4744

0.5600 0.5400 0.5530 0.4990

0.5600 0.2800 0.5725 0.4690

0.5800 0.6600 0.5981 0.5016

0.5800 0.5600 0.5882 0.4896

0.5800 0.4000 0.5617 0.5095

0.6000 0.5400 0.5617 0.5129

0.6000 0.4200 0.5776 0.4744

0.6200 0.5800 0.5974 0.5247

0.6200 0.4400 0.5446 0.4733

0.6400 0.5400 0.6307 0.4660

0.6400 0.4400 0.6578 0.5198

0.6600 0.5800 0.6561 0.5318

0.6600 0.4400 0.6534 0.4805

0.6800 0.5400 0.6833 0.4955

0.6800 0.4000 0.6848 0.5309

0.7000 0.4600 0.6794 0.5020

0.7200 0.5400 0.7413 0.5733

0.7400 0.5400 0.6341 0.5610
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Fig. 5. Position of tumor at x = 22 mm; y =
−6 mm (−50 ≤ X ≤ 50 and −50 ≤ Y ≤ 50)

Fig. 6. Position of tumor at x = −6 mm; y =
−6mm (−50 ≤ X ≤ 50 and −50 ≤ Y ≤ 50)

Fig. 7. Position of tumor at x = −2 mm; y =
4 mm (−50 ≤ X ≤ 50 and −50 ≤ Y ≤ 50)

Fig. 8. Position of tumor at x = 4 mm; y =
2 mm (−50 ≤ X ≤ 50 and −50 ≤ Y ≤ 50)
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Fig. 9. Position of tumor at x = 10 mm; y =
14 mm (−50 ≤ X ≤ 50 and −50 ≤ Y ≤ 50)

Fig. 10. Position of tumor at x = −10 mm; y
= −16 mm (−50 ≤ X ≤ 50 and −50 ≤ Y ≤
50)

5 Conclusion

In this work, the Artificial Neural Network was used for detection and localization the
tumors in one and two dimensional based on the dielectric properties of humanmammary
tissues. The received signals were used to construct a database for the learning phase
of ANN model. These simulation results are very satisfactory in terms of detection and
localization. In future work, we will study, the detection and localization of tumors in
three dimensions.
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Abstract. Traumatic brain injury is one of the most prevalent health conditions
in the United States. However, despite its significance and frequency there is
not that much understanding of the mechanism that controls the brain response
during injurious loading. Because brain testing conditions are different between
several assessment methods, this is considered as a confounding problem as brain
biomechanics cannot be analyzed and understood completely. Multivariate linear
regression has been applied in this article as a statistical method to expound the
correlations between brain biomechanical response and in vitro brain testing con-
ditions under uniaxial deformation. Neighborhood component analysis has been
used to extract ten relevant continuous parameters, namely, age, strain rate, diam-
eter, thickness, length, width, height, storage temperature, testing temperature,
and post-mortem preservation time, five different categorical parameters, namely,
stress condition, species, specimen location, brainmatter composition, and geome-
try. In addition, multivariate regressionmodel has been estimated with the storage,
loss, and complexmoduli as the responses. Intercept, strain rate, gray brainmatter,
andwhite brainmatter have been discovered to be themost consistently significant
parameters across the three response variables.

Keywords: Multivariate linear regression · Uniaxial deformation ·
Neighborhood component analysis · Traumatic brain injury

1 Introduction

Traumatic brain injury (TBI) is a highly prevalent health condition in the US. In 2013,
the number of emergency room visits were 2.5 million [1] and there were 56,000 people
died from TBI and another 280,000 were hospitalized [1]. TBI can lead to a lifelong
disability, with 5.3 million people currently live with a TBI-related disability in the US
[1]. The most possible causes of TBI are motor vehicle accidents, falls, and blunt force
trauma. In 2010, TBI’s cost on the US economy was around $76.5 billion, most of that
cost resulting from hospitalization and fatalities [1].

In order to prevent and treat TBI effectively, the brain’s mechanical response to
traumatic loads must be determined. However, there is a high degree of variability of
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all in vitro biomechanical studies that attempted to establish such response. It has been
hypothesized that this variability may be due to brain specimens’ intrinsic properties
as well as due to various testing conditions [2]. For example, the brain becomes stiffer
with age [3, 4] and its mechanical response is sensitive to both temperature [5, 6] and
post-mortem preservation time [6, 7].

Although there are studies in literature investigating the influence of these parame-
ters, characterizing brain biomechanical response under different conditions was rarely
studied before. Prior work utilized an unsupervised learning approach in order to deter-
mine the effect of different testing conditions on the brain under high strain rate com-
pression, discovering that age, strain rate, and brain matter composition have the highest
impact on the brain’s mechanical response [8]. In this study, a data analysis method is
utilized where multivariate linear regression (MLR) has been applied to brain data in
order to estimate the relationship between different testing conditions and brain specimen
properties and the dynamic brain’s response under uniaxial deformation conditions.

2 Materials and Methods

2.1 Data Source

Data was collected from a variety of sources in literature [2, 4, 5, 9–14]. Data samples
were collected or calculated using a plot digitizer whichwas developed byAnkit Rohatgi
[15], or by using other properties. The storage (E1), loss (E2), and complex (E3) moduli
were considered to be the dependent variables that represent three different responses.

2.2 Neighborhood Component Analysis

Prior to regression, as a feature selection method neighborhood component analysis
(NCA) was utilized to determine which predictor features were most relevant to the
dataset.

Briefly, let the training set be for n observations be,

T = {(
xi, yi

)
, i = 1, . . . n

}
, (1)

Where xi is the p-dimensional feature vector and yi ∈ R is the continuous response
variable [16]. The most relevant features can be determined by minimizing the objective
function:

f (w) = 1

n

∑n

i= 1
li + λ

∑p

r =1
w2
r . (2)

The predictor variables selected using NCA are shown in Table 1.

2.3 The General Multivariate Linear Regression Model

Multivariate linear regression (MLR) can be used to fit a linear combination of predictor
variables to a multivariate response vector and to predict any other future outputs from
the fitted model [17]. A response cannot be usually interpreted by a single predictor
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variable and so the predictions from such a model may be inaccurate. Thus, a more
complex model will be more helpful to predict new responses.

A general form of multivariate linear model is:

Yn× d = Xn× (p+ 1)B(p+ 1) × d + En× d (3)

or it can be represented using the expanded matrix form as:

⎡

⎢⎢⎢
⎣

y11 y12
y21
...

yn1

y22
...

yn2

. . . y1d

. . .

. . .

. . .

y2d
...

ynd

⎤
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(4)

where n is the number of data points, p is the number of parameters, and d is
the number of dimensions. Covariance-weighted least squares can be used to estimate
the regression coefficiens, such that the solution is the vector b which minimizes the
following:

n∑

i=1

(
yi − Xib

)′
C0(yi − Xib), (5)

The standard errors of the regression coefficients were calculated and the statistical
significance of the regression coefficients was determined using the t-test.

3 Results

3.1 Features Selected from Neighborhood Component Analysis

NCA reduced the dimensionality of the uniaxial deformation data from thirty vari-
ables in the original dataset to ten. The most relevant features selected based on feature
weight were strain rate, white brain matter, gray brain matter, thickness, post-mortem
preservation time, storage temperature, age, and specimen length.

As indicated in Table 1, these features have the required variability. However, the
categorical parameters (i.e., stress condition, species, specimen location, brain matter
composition, and geometry) don’t have as much variability trends as in the other features
utilized in this study.

3.2 Estimation of Uniaxial Deformation Regression Model

Following dimensionality reduction by NCA, a multivariate linear model was utilized
for each dataset. For the uniaxial data, as shown in Table 2, E1 contained only one
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Table 1. Uniaxial deformation feature inputs for dimensionality reduction by neighborhood
component analysis

Feature Range Mean Standard deviation

Continuous Age (mo) 6–867 175.7 320.9

Log[Strain rate] (s−1) 6.4·10−6–3,000 469.4 932.9

Diameter (mm) 3–30 10.0 7.0

Thickness (mm) 1.7–14.4 4.4 3.9

Length (mm) 5–50 14.1 11.2

Width (mm) 5–25.4 11.3 5.2

Height (mm) 3.5–9 5.1 0.97

Storage temperature (°C) 0–37 14.8 15.6

Testing temperature (°C) 21–37 26.6 6.2

Post-mortem preservation
time (h)

0–96 23.6 37.6

Categorical Stress condition Tension
Compression

Species Porcine
Bovine
Caprine
Human
Canine
Ovine

Specimen location Sylvian fissure
Corona radiata
Corpus Callosum
Motor Strip
Cerebral cortex
Frontal lobe
Spinal cord
Thalamus

Brain matter composition White
Gray
Mixed

Geometry Prism
Cylinder

statistically significant feature at a 95%confidence interval which is strain rate. However,
strain rate was not significant for E2 (the P-value was 0.151), but was significant for E3
(P-value was < 0.001). Gray brain matter and white brain matter were both significant
for E3 (the P-value < 0.01 for both), but not E1 or E2 as the P-values were 0.456
and 0.392 (for E1), and 0.998 and 0.258 (for E2). The only parameter significant for
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E2 was the intercept (P-value < 0.001). The other parameter estimations for uniaxial
deformation are given in Table 2 as well. However, as shown in Table 3, after using the
Analysis of Variance (ANOVA) method [16, 17], the “F test” for a regression relation
was statistically significant for all three response variables and the adjusted coefficients
of multiple determination were 0.855, 0.849, and 0.784. The P-value for all of the three
responses were statistically significant (<0.001) indicating that the selected responses
are important for this dataset. In addition, the mean absolute percentage error (MAPE)
for E1, E2, and E3 were 58.99%, 39.700%, and 50.239% respectively (Table 4).

Table 2. Estimates of parameters for the uniaxial deformation regression model

E1 E2 E3

Feature Estimate Standard
error

P Estimate Standard
error

P Estimate Standard
error

P

Intercept 9.11·10−1 3.17·10−1 <0.01 7.24·10−1 3.17·10−1 <0.001 8.77·10−1 3.17·10−1 <0.001

Age −5.64·10−4 2.51·10−3 0.589 −2.51·10−3 2.51·10−3 0.526 −3.78·10−3 2.51·10−3 0.504

Strain rate 3.62·10−1 5.57·10−3 <0.001 3.49·10−1 5.57·10−3 0.151 3.15·10−1 5.57·10−3 <0.001

Thickness −3.16·10−2 3.60·10−3 0.809 −9.25·10−3 3.60·10−2 0.833 −2.64·10−2 3.60·10−2 0.682

Length −1.26·10−3 1.29·10−2 0.539 −3.17·10−3 1.29·10−2 0.504 −6.35·10−3 1,29·10−2 0.507

Gray brain
matter

3.76·10−3 3.37·10−1 0.456 −1.62·10−1 3.37·10−1 0.998 5.34·10−2 3.37·10−1 <0.01

White brain
matter

9.64·10−2 3.52·10−1 0.392 8.41·10−3 3.52·10−1 0.258 1.68·10−1 3.52·10−1 < 0.01

Storage
temperature

9.31·10−3 9.53·10−3 0.166 1.97·10−2 9.53·10−2 0.478 1.68·10−2 9.53·10−3 0.480

Post-mortem
preservation
time

2.23·10−3 2.10·10−2 0.458 2.13·10−2 2.10·10−2 0.157 3.09·10−2 2.10·10−2 0.072

Table 3. ANOVA table for the uniaxial deformation regression model

Source
variation

Sum of squares df Mean squares F P R2 R2(adj.)

E1 Regression 73.484 8 91.185 84.391 <0.001 0.865 0.855

Residuals 11.429 105 0.109

Total 84.913 113

E2 Regression 84.279 8 10.535 80.625 <0.001 0.860 0.849

Residuals 13.820 105 0.131

Total 97.999 113

E3 Regression 73.548 8 F 52.432 <0.001 0.800 0.785

Residuals 18.411 105 0.175

Total 91.959 113
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Table 4. Mean absolute percentage error for the uniaxial deformation regression model

Uniaxial
deformation

Response variable E1 E2 E3

MAPE (%) 0.590 0.397 0.502

4 Discussion

Both neighborhood component analysis and multivariate linear regression have been
applied to uniaxial deformation dataset. NCA allowed for the selection of the most
relevant features in predicting stress and uniaxial response in the specimens of brain
tissue. MLR was used to fit a response to the selected features and predict new outputs
based on new inputs’ samples.

In order to highlight the efficiency of the proposed model, a prior published article
utilizes MLR and other sets of data analysis techniques [18], that is, MLR was applied
to brain data to estimate associations between testing conditions and brain specimen
properties with the dynamic response of the brain under shear loading conditionswhere
four parameters had the most significance in the biomechanical response: the location of
the specimen in the brain stem or thalamus, white matter composition, and post-mortem
preservation time [18]. The proposed model, however, provides an initial step forward
in order to correlate the conditions in which the specimen is tested with the mechanical
response of the brain under uniaxial deformation. Three parameters stood out as having
the most significance in this mechanical response (excluding the intercept): strain rate,
white matter composition, and gray matter composition.

Strain rate has been previously considered to be among the most significant
parameters affecting the mechanical response of the brain [8].

There has been an extensive discussion in literature on the differences in brain matter
material properties between white and gray matter compositions and between their loca-
tions in the brain, although there is variation in the literature on what the differences are
[19–21]. In addition, getting consistent specimens of white or gray matter compositions
and distinguishing between them is quite difficult.

One limitation is that there are not sufficient variables explicitly considered in the
reported physical experiments. Due to the amount of missing information, many sources
of data cannot be included. Furthermore, some parameters lack the required variability.
For instance, post-mortem preservation time values are 3 h, 4 h, 36 h, and 37 h, but there
is not enough data in between those four values to determine a true correlation between
post-mortem preservation time and the underlying brain biomechanical response. In
addition, the uncertainty in the storage, loss, and complex moduli responses was not
taken into consideration.

Future work will include refining the model by including more data samples from
other loading conditions, such as compression and tension. In addition, a more com-
prehensive database for brain mechanical data will be processed and built in order to
conduct other set of analyses.
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Abstract. Macula Edema is observed in many patients having diabetes for more
than ten years. It is more so in patients who have fluctuating sugar level or uncon-
trolled diabetes. In the case of Macula Edema, in spite of being the commonest
cause, the patient realizes the issue, only when there is deterioration of vision.
Experts use surrogates such as exudates near to fovea in fundus photographs for
detection ofMacula Edema through clinical examination. The severity is based on
the proximity of the exudates to the fovea. In the present scenario with the rising
rate of diabetes, an automated technique can act as an aid for the quick detection of
the disease and also adds value to healthcare. This paper proposes amorphological
method for extraction of exudates. A novel approach is proposed for locating the
macula irrespective of the position of optic disc. The overall accuracy obtained
for classification is 94.74%. The balanced accuracy obtained for classification
of Normal, Non Clinically Significant Macula Edema and Clinically Significant
Macula Edema is 97.92%, 92.42% and 96.77%, respectively.

Keywords: Diabetic Retinopathy ·Macula Edema · Exudates · Balanced
accuracy

1 Introduction

Diabetes is a metabolic disorder in which blood sugar levels in the body get elevated.
It is either due to the failure of the pancreas to produce sufficient insulin or due to
the inability of the body cells to properly utilize the insulin produced by the pancreas.
Untreated diabetes in the long run affects the functioning of various parts of the body
such as eyes, heart, kidney and nervous system. Different abnormalities caused in the
eye due to prolonged diabetes are Diabetic Retinopathy (DR), Macula Edema, Cataract
and rarely Glaucoma. DR affects the blood vessels in the retina. It occurs when loss
of pericytes of capillaries leave the endothelial versus pericyte ratio to be altered. This
makes the capillary wall weak. Blood flow will pre-empt it to cause outpouching to
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form microaneurysms. Stagnation of blood flow in these microaneurysms will cause
leakage of fluid which is revealed as exudates. This becomes foremost identifying factor
to classify DR. These abnormalities affect the vision. It is estimated that one third of
people affected with diabetes end up with getting DR [1].

The macula is located at the center of the retina. It is responsible for our perception
of colours and fine details. The fluid from blood vessels can leak into macula as well.
The leakage causes the macula to swell, resulting in Macula Edema. Arrangement of
the fibres at macula is radial (Henle’s layer). Fluid imbibition will cause retinal cells
to be separated causing visual distortion. Accumulation of exudates will block vision.
In a study conducted by Roglic et al. on Diabetes in a limited number of countries and
extrapolating the data to WHO member states it is estimated that number of people
affected by Diabetes would rise to 366 million by the end of year 2030 [2].

Macula Edema is painless and hence patients do not complain of this disease in the
beginning. Appearance of exudates indicates Macula Edema. The severity of the disease
is judged by the proximity of these exudates to the macula. Stage 1 is mild wherein the
symptoms are far away from macula. It is Non Clinically Significant Macula Edema
(NCSME). In Stage 2 hard exudates are seen within 500 µm of the macula center with
adjacent retina thickening. Stage 2 is severe and is known as Clinically Significant
Macula Edema (CSME). It leads to loss of vision.

DRexperts use the predefined standardmethod for determining theMaculaEdemaby
visually estimating the distance of exudates with respect to fovea. This paper proposes to
use morphological operations on fundus image for locating the exudates and estimating
distance of exudates from fovea in order to predict the severity.

Figure 1 shows fundus images. Figure 1(a) shows the Fundus image of a healthy
eye. The anatomic structure of a healthy eye consists of optic disc, blood vessels and
macula. Figure 1(b) shows the fundus image of retina affected with Macula Edema.

Fig. 1. (a) Fundus image of a normal retina (b) Fundus image of retina affected with Macula
Edema

2 Related Work

Researchers have proposed different methods for detecting the optic disc(OD), locating
the macula and extracting exudates. An overview of several such methods developed
over a span of a decade from 2008 to 2018 has been presented in this literature review.
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The preprocessing technique used by Soparak et al. is median filtering for noise
removal and Contrast Limited Adaptive Histogram Equalization (CLAHE) for contrast
enhancement on a HSI color model of the fundus image. Following the preprocessing,
OD and blood vessels are eliminated and exudates are extracted using morphological
operations [3].

Reza et al. have used average filtering, adaptive histogram equalization and thresh-
olding for preprocessing on the extracted green channel of the fundus image. OD and
Blood vessels are eliminated using morphological opening. Extended maxima operator,
minima imposition, andwatershed transformation are further used prior to the evaluation
[4].

A two level strategy for classification of fundus images in to normal and Macula
Edema affected images is used by Sai Deepak et al. [5]. First level of classification
separating normal and Macula Edema affected cases is performed based on certain
global features. Rotation symmetry is employed in the second level for further grading
the severity of Macula Edema.

In a different preprocessing approach, Zaidi et al. have applied Gabor filter bank for
enhancing the exudates [6].Morphological closing operation is done for removal of blood
vessels and OD detection is done through Hough transform. Naïve Bayes classification
is used for detection of disease.

Jaya T. et al. have used a similar approach of morphological operations and Hough
transform for removal of OD [7]. However, color and texture features are used as rep-
resentatives of exudates in order to extract them. Five major texture features used are
average grey level, wave, spot, ripple, and edges. Opponent color space is used for better
perception of color. Classification is done using Fuzzy Support Machine. A region based
approach for detecting the severity grades of DR is reported by Dutta et al. Detection of
exudates is done with morphological operations, thresholding and logical operation [8].

Wavelet decomposition and automated lesion segmentation is adopted by Giancardo
et al. for extracting the features of exudates [9]. They have performed training using
Hamilton Eye InstituteMacular EdemaDataset (HEI-MED) and performed testing using
MESSIDOR database in the stage of classification.

One more different approach for exudate extraction is reported by Ramya et al. [10].
Though the pre-processing,ODandMacula detection are done using traditionalmethods,
exudate extraction is done bymotion pattern estimation. The fundus image is transformed
to an intermediate representation and rotated over different angles for extracting the fea-
tures. The classification is performed using Principal Component Analysis and Gaussian
data description. A Comparison of performance of the two methods is presented.

Several Neural Network based classification techniques are also reported in the
literature. Franklin et al. have used a multi perceptron neural network to classify each
pixel of the fundus image as belonging to an exudate and a non-exudate region [11].
The pre-processing technique reported is converting the RGB image to Lab color space,
adjusting the L channel and converting it back to RGB. Non uniform illumination is
addressed through contrast enhancement. The inputs for the multi perceptron neural
network have fifteen features characterizing the exudates in terms of color, size, shape
and edge strength.
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Tjandrasa et al. on the other hand, resized the image, extracted the green channel
followed by grey scaling. Contrast enhancement is done using morphology [12]. The
exudates are extracted using morphological reconstruction. OD removal is performed by
determining the maximum intensity pixel. Four features such as area, perimeter, number
of centroids and standard deviation are extracted and used as inputs to Support Vector
Machine classifier.

A few researchers have used Convolutional Neural Networks (CNN) as an extension
to neural network processing. Tan et al. have used CNN for segmentation of fovea, OD
and vasculature of retina [13]. In a seven layered architecture (0 to 6), layers 5 and 6
are fully connected. Details of neighbours of each pixel are given as input to network.
A patch or the sub image of size 33 × 33 is adopted after experimenting.

A deep learning algorithm with CNN to detect the lesions at image level is used by
Quellec et al. [14]. A ten layered CNN with raw pixel intensities as inputs to extract
exudates is also reported [15]. Mo et al. have used a two stage approach for detection
of Macula Edema. A fully connected residual convolution network is used to extract
the exudates in the first stage. This is followed by a second stage of classification using
regions of maximum probability for the presence of exudates [16].

Another approach to view retinal images to detect abnormalities is through Opti-
cal Coherence Tomography (OCT). It helps to get cross sectional view of the retina.
Researchers have used OCT databases for automatic detection of retinal abnormalities.
Srinivasan et al. have used block matching and 3D filtering for denoising OCT images.
This preprocessing is followed by retinal curvature flattening and image cropping. . They
have used a multiscale histogram of oriented gradient descriptors as feature vectors and
performed classification using support vector machine [17].

Retinal abnormalities such as Serous Retinal Detachment (SRD), Diffuse Retinal
Thickening (DRT) and Cystoid Macula Edema (CME) have been detected using OCT
images [18].

3 Methodology

In this paper, an automated system for exudate detection and classification is proposed.
The input images are taken from a random selection of images obtained from tertiary
Reference Centre ofMedical College. The camera used for capturing the images is Zeiss
visucam, and the field of view is 50°. Another set of images are obtained from retina
speciality centre. A total of 76 images of different categories belonging to normal, mild
NPDR, moderate NPDR, severe NPDR and PDR and belonging to different grades of
Macula Edema are used. The images contained the different lesions such as exudates,
hemorrhages, microaneurysms, and cotton wools. The size of images is 2124 × 2056
with 24 bits per pixel. They are in JPEG format. The second is public dataset, DIABRET0
with 130 images [19]. The size of the images is 1150× 1152. All the images are graded
by an expert ophthalmologist. This grading is used for evaluation purpose.

The method consists of preprocessing, OD detection, locating the center of the
macula, exudate extraction and calculation of distance between fovea and the exudates.
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3.1 Preprocessing

Preprocessing is necessary to make the image suitable for effectively extracting the
exudates. Fundus images acquired through different cameras provide images of different
dimensions, resolution and file formats. Resizing the images to 512× 512 pixels is done
in order to maintain the uniformity. Image cropping is done using circle mask technique
to obtain an image containing only the region of interest. These two operations minimize
the computational cost.

3.2 Optic Disc Detection

OD is seen as a bright yellowish region in the fundus image. Its intensity is same as that
of exudates. Hence, detection, localization and elimination of OD without removing the
exudates is quite challenging. We propose a method of template matching followed by
cross correlation for detecting the OD. Figure 2 shows detection of centre of optic disc
Fig. 2(a) shows the original fundus image and Fig. 2(b) shows the fundus image with
OD centre marked.

Fig. 2. (a) Original image (b) Optic Disc centre detected

3.3 Macula Detection

In a fundus image, OD may be located either towards the left or to the right as shown
in Fig. 3(a) and (b). From the centre of OD, Macula is approximately at a distance of
two and a half times the diameter of OD. In some images, the macula is not horizontally
aligned with the OD. Hence to identify the correct location of macula, all the pixels lying
on an arc with a radius of two and a half times the diameter of OD and subtending an
angle of ± 30o are scanned as shown in Fig. 4. Circular regions with size of macula at
each pixel on arc are obtained. The one with minimum intensity is considered as macula.
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Fig. 3. (a) Image with OD at the left side (b) Image with OD at the right side

Fig. 4. Diagram showing arc with probable locations of Macula

3.4 Exudate Extraction

It is observed that the best contrast among the pixel values is exhibited by the green
channel of an RGB image. Hence further processing is done on the green channel. This
also reduces the computational cost as we need to handle only one channel. The top hat
and bottom-hat transforms are applied to the green channel extracted image.

Subtraction is performed between the two images obtained and only those pixels
beyond a particular threshold are retained thereby resulting in image IE with exudates
extracted. The thresholding at a higher level is important to retain all the pixels gen-
uinely corresponding to exudates. However, some of the bright spots near to blood
vessels emerging from the OD still remain as artefacts. In order to handle these arte-
facts, we need the blood vessel extracted image [8]. To get the blood vessel extracted
image IBV, the extracted green channel is complemented and subjected to adaptive his-
togram equalization to improve the contrast. Morphological opening, median filtering
and binarization as used by Patwari et al. [20] are performed. This process highlights
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the blood vessels in the image. Further logical OR operation is performed between the
two images, IBV and IE. This gives image Ic, which has exudates, blood vessels and
artefacts. Morphological dilation operation is performed on this image to combine all
the bright spots near the blood vessels forming one single component. This largest single
component is eliminated. The resulting image, is logically ANDed with dilated IBV and
then subtracted from Is thereby retaining only the exudates. Figure 5 shows the steps for
extracting exudates.

Fig. 5. Steps for extracting exudates

Figure 6 shows the final stages of detection. Figure 6(a) shows Image with macula
centre detected and Fig. 6(b), Image with exudates extracted.

Once the exudates are extracted, the Euclidean distance from centre of macula to
each of exudates is calculated. The minimum distance is used to determine the severity
of macula Edema. If the distance is less than one OD diameter, the severity is considered
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Fig. 6. (a) Image with Macula centre detected (b) Image with Exudates extracted

as CSME. If it is greater than one OD diameter and less than two OD diameters it is
considered as Non CSME.

Performance of the proposed method is evaluated based on accuracy, sensitivity,
specificity, and balanced accuracy for each class. Classification is a challenging task
when the data set is unbalanced. Confusion matrix is used to determine the performance
of the classifier. Balanced accuracy is more suitable for unbalanced data set. It computes
the average of the proportion corrects of each class individually.

4 Results

The exudates are extracted using the steps mentioned in Sect. 3. The simulation is
performed usingMatlab2016b and data is analyzed using the R tool. An overall accuracy
of 94.74% is achieved for classification. Table 1 shows the classification of Macula
Edema based on severity for private data base.

Table 1. Results of classification based on severity for private database

Grade Class Number of
images

Number of
correctly
detected
images

Balanced
accuracy

Sensitivity Specificity

Normal 0 28 28 97.92 100.00 95.83

Non CSME 1 17 15 92.42 88.24 96.61

CSME 2 31 29 96.77 93.55 100.00

Table 2 shows the classification of Macula Edema based on severity for public
database. Table 3 shows comparison of the results from the proposed method with
similar studies made earlier. The accuracy is improved to a great deal as compared to
earlier published work.
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Table 2. Results of classification based on severity for DIABRET0 database

Grade Class Number of
images

Number of
correctly
detected
images

Balanced
accuracy

Sensitivity Specificity

Normal 0 94 93 93.91 98.94 88.90

Non CSME 1 18 16 92.66 88.89 96.43

CSME 2 18 13 86.11 72.22 100.00

Table 3. Performance comparison with other existing methods

Author Accuracy Normal Non CSME CSME

Deepak
et al. [5]

– – 81 100

Zaidi et al.
[6]

94.1 – – –

Ramya
et al. [10]

92 89.83 94.73 95.45

Senger
et al. [21]

80 to 90 80 85 90 to 98

Proposed
method

94.74 97.92 92.42 96.77

5 Conclusion

Macula Edema is the complication developed with prolonged diabetes. In this work, an
automated method for detecting the presence and severity ofMacula Edema is proposed.
In the preprocessing stage, the input image is resized and cropped to reduce the compu-
tational cost. Themorphological operations are performed to extract the exudates. In this
process, the thresholding needs to be carefully chosen during binarization. Utmost care
is taken to locate the macula irrespective of its different orientation with respect to OD.
The balanced accuracy obtained for the three classes namely, Normal, Non CSME and
CSME are 97.92%, 92.42%, 96.77%, respectively. The reasons for misclassification are
very small or pale exudates not getting recognised by the algorithm used. Secondly, at
times, if there are dark regions in the image, they may be misclassified as corresponding
to macula and distance criteria will not work in these cases.

The implication of these results in screening at distant location through an application
will facilitate in identifying and classifyingMacula Edema. This in turnwill help in better
management and treatment of blindness.
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Abstract. Brain tumor could be a life threatening disease and the survival rate of
such disease is low. It is generally the abnormal growth of cells inside the brain.
Early and accurate detection of the brain tumor is very difficult. The manual seg-
mentation of the brain tumor extent from 3DMRI (Magnetic Resonance Imaging)
volumes is a time consuming process and depends a lot on the operator’s expe-
rience. The automatic tumor segmentation has the potential to decrease lag time
between diagnosis tests and the treatment for the same. Hence, there is a high
demand of time and memory efficient, and reliable computer algorithms to do this
accurately and quickly. In this paper, we first highlight limitations of the image
processing based solutions and subsequently present a novel deep learning based
technique. The proposed technique relies on U-Net based Deep Convolutional
Networks for the automatic detection and analysis of brain tumors.

Keywords: Brain tumor · Segmentation ·Multimodal MRI · Thresholding ·
Deep neural networks

1 Introduction

Multimodal MRI (Magnetic Resonance Imaging) is a popular technology used for the
detection of brain tumor by observing the soft tissues. The MRI images are better in
terms of quality as compared to other non-invasive imaging techniques such as X-Ray
or Computed Tomography. Brain tumors could be life threatening and thus the accu-
rate and timely detection of brain tumors is important. The brain tumors are classified
into two groups – benign and malignant tumors. The malignant ones consist of fast
growing cancerous tissues as compared to the benign tumors. The MRI images con-
sist of weighted images or segments: T1-weighted, T2-weighted, Flair-weighted (Fluid
Attenuated Inversion Recovery) and T1c. Obtaining these images is a difficult problem
because themanual segmentation is a time-consuming process and the accuracy depends
a lot on the experience of the operator. The process of MRI scan is also quite exhaustive
and needs a lot of efforts at the operator’s part. Any mistake(s) at the operator’s part
will lead to chaos due to incorrect diagnosis. The conclusions also may vary from one
operator to another operator. Hence, the efficient and reliable computer algorithms are
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required to solve this problem. The possible solutions of automatic brain tumor segmen-
tation are image processing based and deep learning based. The solutions strictly based
on image processing techniques like Thresholding Based Segmentation [1] are insuffi-
cient in brain tumor detection. The automatic segmentation and further classification of
tumor into various other types from the multimodal MRI scans remains a popular area
of research in the field of medical science. The proposed model in this paper extracts
features using Convolutional Neural Networks (CNN) technique and then tries to learn
the characteristics of tumors through extensive training on a high-quality dataset. This
model is used to detect the brain tumor after performing segmentation on the given MRI
scan of a patient.

2 Literature Survey

In the field of biomedical imaging, the segmentation of tumor from the MRI scans of
a human brain has become an important area of research for detecting tumors [2]. The
automatic brain tumor segmentation is not easy due to high variation of brain tumors in
size, shape, location, etc. The variations in different sub-regions of tumors and various
types of brain tumors are visualized by using multimodal-MRI data. An early study for
segmentation of brain tumor fromMRI scans is made in [3]. The authors propose a rule-
based expert system for tumor prediction based on an unsupervised clustering algorithm
for segmenting the image. The multimodal imaging techniques enable examination or
visualization of more than one tissue at a time. The existing techniques for segmenta-
tion of brain tumor from multimodal MRI images can be broadly classified into four
categories which are threshold based segmentation, edge based segmentation, region
based segmentation and clustering based segmentation. In [4] a survey on detection of
brain tumor from MRI images is presented. In [5] the authors present a detailed survey
of MRI-based brain tumor segmentation techniques and also mention some open tools
and databases that may be used for making studies for brain tumor segmentation. Some
important image processing based segmentation techniques are as follows [1]:

2.1 Thresholding Technique

The tumor affected region is of high intensity pixels as compared to the healthy region
of the brain, which are of low intensity pixels. In this segmentation technique, the inten-
sity is considered as a major parameter and so this method is suitable for images with
different intensities of pixels. The technique classifies the tumor based on gray-level.
Using this method, the image is partitioned directly into different regions i.e. healthy
region and infected region based on the appropriate threshold value. There are two types
of thresholding techniques – global and local.

2.2 Region-Based Image Segmentation

This method divides an image into regions that are similar on the basis of a set of a
particular criterion. The region-based segmentation is good for high contrast images.
However, for low contrast images it does not provide efficient results. In this method,
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the intensity of same image is grouped into one region using 4 or 8 pixel-connected
neighborhood. If the intensity belongs to the same seed, it belongs to one region and
similarly, the process is repeated.

2.3 Edge-Based Segmentation

This method divides an image based on sudden changes in the intensity of pixels near
the edges in the image. The result is a binary image with edges of the objects being
detected.

2.4 Clustering-Based Segmentation

In the case of clustering based segmentation techniques, an image is divided into a
number of clusters based on the value of membership functions allotted to each pixel in
the image.

The medical image analysis and segmentation problems present several unique chal-
lenges. The patient data in medical imaging tends to be extremely heterogeneous. Also,
the available data-sets for training purpose are extremely less and not easily available
and inconsistent as well. Although the CNN based algorithms are prone to overfitting,
still they offer some advantages. The main advantage of using CNN in deep learning
based techniques is that the convolutional layers in CNN have fewer weights to train than
dense fully connected layers. This makes CNN easier to train with reducing the possi-
bility of overfitting. CNN has become popular in the field of medical image analysis. In
[6] CNN-based method for segmentation of brain tumors in MRI images is proposed.
The CNN used by the authors is built over convolutional layers with 3 × 3 kernels to
allow designing deeper architectures. The scheme is shown to perform better than other
approaches.

3 Proposed Methodology

In this paper, we have first applied image processing based segmentation for brain tumor
detection using two different techniques. The first technique uses image difference and
the second technique uses thresholding based segmentation. We have next applied deep
learning based solution for brain tumor detection.

3.1 Image Difference Approach

This technique is used to analyze the difference between theMRI images of an unhealthy
brain and a healthy brain of the same person. But, the limitation of this approach is that
only abnormalities could be detected and it does not actually signify that a tumor has
been detected. This method only gives a possibility that the abnormality could be a
tumor. In order to compute the difference between two images the Structural Similarity
Index Measurement (SSIM) metric [7] is used.

The algorithmic steps for performing image difference is as follows:
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Step1: Get 1st image i.e. MRI of healthy brain as ‘img1’
Step2: Get 2nd image i.e. MRI of unhealthy brain as ‘img2’
Step3: gray1 = rgb_to_gray (img1)
Step4: gray2 = rgb_to_gray (img2)
Step5: (score, diff) = compare_ssim (gray1, gray2)
Step6: print(score) //Structural Similarity Index
Step7: show_image(diff)

Figure 1 showsan example, how imagedifference techniquesworks.The abnormality
has been segmented out as shown in the third resultant image.

Fig. 1. Healthy Brain Image (Left-Most), Brain with Tumor (Middle), Image Difference (Right-
Most) (with SSIM: 0.6290011764396584)

3.2 Threshold Based Segmentation

It is the most basic image segmentation technique where the thresholding is applied
on the image to segment out the desired (tumor) region. Thus to segment the brain
tumor from non-tumor region, thresholding is applied on the given MRI input image of
the brain with various threshold values based on pixel intensity. Table 1 shows various
thresholding functions. Figure 2 shows the list of 5 different threshold functions [8] that
were applied.

The algorithmic steps for performing Thresholding Based Segmentation are as
follows:

Fig. 2. a) Input image of Brain b) Thresh_Binary c) Thresh_Binary_Inv d) Thresh_Trunc e)
Thresh_Tozero f) Thresh_Tozero_Inv
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Table 1. Various thresholding functions

Function Definition

THRESH_BINARY
dst(x, y) =

{
maxval if src(x, y) > thresh

0 otherwise

THRESH_BINARY_INV
dst(x, y) =

{
0 if src(x, y) > thresh

maxval otherwise

THRESH_TRUNC
dst(x, y) =

{
thresh if src(x, y) > thresh

src(x, y) otherwise

THRESH_TOZERO
dst(x, y) =

{
src(x, y) if src(x, y) > thresh

0 otherwise

THRESH_TOZERO_INV
dst(x, y) =

{
0 if src(x, y) > thresh

src(x, y) otherwise

Step1: Get MRI image of Brain as ‘imgA’
Step2: Get threshold value as ‘thresh’ (b/w 0 to 255)
Step3: grayA = rgb_to_gray(imgA)
Step4: for method in (“THRESH_BINARY”, 

“THRESH_BINARY_INV”, “THRESH_TRUNC”, 
“THRESH_TOZERO”, 
“THRESH_TOZERO_INV”) do 

Step5: result = apply_threshold(grayA, thresh, method)
Step6: show_image(result)

The limitation of thresholding approach is thatwe cannot generalize a specific thresh-
old value for all brain images of different patients. The result will be varying for different
images on the same threshold value. The factors like noise level, brightness, and con-
trast will affect the threshold value for a given image. Hence, the operator has to set
different threshold values and discover out the most specific threshold based upon the
observations of large number of results.

3.3 Convolutional Neural Networks Based Segmentation

To overcome the limitations of image processing based methods, in this work CNN
based technique is used to segment out the brain tumor. A high quality dataset of brain
MRIs is used, which is trained using U-Net based convolutional neural network model
[9]. This model is able to learn shapes of the tumor regions and their characteristics
through the feature extraction process and hence, segments out the tumor region from
the non-tumor region.
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3.3.1 Dataset for Training
The dataset used in this work is taken from an International Challenge organized by
MICCAI, theMultimodal Brain Tumor Segmentation BRATS’17 challenge. The dataset
is not available publicly. It has been taken after taking permission from Section of
Biomedical Image Analysis, Centre for Biomedical Image Computing and Analytics,
Department of Radiology, Perelman School of Medicine, University of Pennsylvania
[10–13]. It consists of Brain MRI Scan of 210 HGG (High Grade Glioma) and 75 LGG
(Low Grade Glioma) patients. For each patient, 3D MRI Scan of the brain is available
on 4 different pulse sequences named as: T1-weighted, T2-weighted, T1ce and FLAIR
in form of 4 medical image files.

A 3D MRI Scan consists of 155 2D brain slices, hence a total of 620(= 155 × 4)
2D images of the brain is to be analyzed per patient. Figure 3 shows the MRI scan of a
slice of the brain on four different pulse sequences. Figure 4 shows the complete MRI
scan of a patient that consists of total 620 images of brain.

Fig. 3. Flair (top), T1 (top-right), T1C (bottom-left) and T2 (bottom right) pulse sequences

3.3.2 Training Process
Preparing and Validating Dataset
The dataset was validated first by checking the complete dataset such that there should
be 210 HGG and 75 LGG patients and for each patient, there must be 5 medical imaging
files: 4 for four different pulse sequences 3DMRI and 1 for the ground truth segmentation
of the brain tumor. Figure 5 shows 3-D representation MRI scan of a patient. Figure 6
shows the joint representation of four different pulse sequences shown in Fig. 5. The
preparation of dataset includes following two steps:

Step1: Splitting dataset into train/dev/test suites in the ratio of 0.6:0.2:0.2.
Step2: Converting 3D MRI Scan into 2D images for each patient. Figure 7 shows the
2-D representation of 155 slices of the patient’s MRI scan.
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Fig. 4. 2-D Representation of Complete MRI scan of one patient which consists of 620 images.
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Fig. 5. 3-D representation of a patient’s MRI scan
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Fig. 6. Joint representation of four different pulse sequences given in Fig. 5.

Convolution Neural Network Model
The U-Net Architecture based Model used in this work could be represented as given in
Fig. 8. The structure consists of down-sampling and up-sampling. The down-sampling
path has 5 convolutional blocks. Every block has two convolutional layers with a filter
size of 3 × 3, stride of 1 in both directions and rectifier activation, which increase the
number of feature maps from 1 to 1024.
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Fig. 7. 2-D representation of 155 slices of patient’s MRI scan.

Fig. 8. U-net architecture

For the down-sampling, max pooling with stride 2× 2 is applied to the end of every
blocks except the last block, so the size of feature maps decrease from 240 × 240 to
15 × 15. In the up-sampling path, every block starts with a de-convolutional layer with
filter size of 3 × 3 and stride of 2 × 2, which doubles the size of feature maps in both
directions but decreases the number of feature maps by two, so the size of feature maps
increases from 15 × 15 to 240 × 240. In every up-sampling block, two convolutional
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layers reduce the number of feature maps of concatenation of de-convolutional feature
maps and the feature maps from encoding path.

Different from the originalU-Net architecture, zero padding is used to keep the output
dimension for all the convolutional layers of both down-sampling and up-sampling path.
Finally, a 1× 1 convolutional layer is used to reduce the number of feature maps to two
that reflect the foreground andbackground segmentation respectively.No fully connected
layer is invoked in the network.

The dataset has been prepared in form of X_train, X_test, Y_train and Y_test. The
algorithmic steps of the training process are as follows:

Algorithm 1: Training Algorithm using U-Net based Architecture
Input:  X_train(pre-processed data-set for training), X_test(pre-processed data-set 

for testing),   Y_train(ground truth segmentation for training), Y_test(ground truth 
segmentation for testing)

Output: Trained CNN Model.

1. batch_size ← 10
2. learning_rate ← 0.0001
3. no_of_epoches ← 75
4. no_of_batches ← |X_train| / batch_size
5. for i ← 1 to no_of_epoches
6. do for j ← 1 to no_of_batches
7. do DATA_AUGMENTATION(jbatch ) // Apply data_augmentation on

the jth batch
8. Y′_train ← U_NET.fit(jbatch) // Feed jth batch in U_NET 

model
9. train_loss ← 1 - DICE_COFFICIENT(Y_train, Y′_train)
10. ADAM_OPTIMIZER(U_NET, train_loss)
11. Y′_test ← U_NET.fit(X_test)
12. test_loss ← 1 - DICE_COFFICIENT(Y_test, Y′_test)
13. print(test_loss)
14. SAVE_MODEL(U_NET)

Once the training has been completed, the saved model is able to segment the
tumor from given MRI scan of the patient. The algorithmic steps for the brain tumor
segmentation are:
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Algorithm 2: Brain Tumor Segmentation using U-NET based trained model 
(Algorithm 1)

Input:  U-NET(model), X(patient’s MRI scan containing four different pulse 
sequences), Y(corresponding ground truth segmentation)

Output: Segmented Tumor Region
1. total_loss ← 0 
2. for i ← 0 to 154 // 155 slices of brain
3. do Y′ ← U_NET.fit(X[i])
4. loss  ← 1 - DICE_ COFFICIENT(Y, Y′) 
5. total_loss ← total_loss + loss
6. SAVE_IMAGE(Y′) // Saving segmented tumor image
7. avg_loss ← total_loss / 155
8. print(avg_loss) 

4 Experimental Results

For analyzing the results, the loss function method based on soft dice coefficient [14] is
used for comparing the similarity of two batches of data. The coefficient is between 0
and 1, where 1 means a total match. (Loss = 1 – soft dice coefficient). Figure 9 shows
the curve between epoch number and 1-Dice (Loss) in the training process. Initially,
the loss is high and as the training processes, it approaches zero, which results in better
prediction and hence, better andmore accurate segmented tumor region. Figure 10 shows
the curve between epoch number and 1-Dice in the testing process. Figure 11 shows the
comparison between testing and training loss. In Fig. 12, the initial four images are four
different MRI pulse sequences, the fifth image is its ground truth segmentation and the
final image actually segments the tumor region with the help of trained model.

Fig. 9. Training loss curve
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Fig. 10. Testing loss curve

Fig. 11. Comparison of training and testing loss curves
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Fig. 12. (a) Flair (b) T1 (c) T1ce (d) T2 (e) Ground Truth Segmentation (f) Model Output (Here,
the initial four images are four different MRI pulse sequences, the fifth image is its ground truth
segmentation and the final image actually segments the tumor region with the help of trained
model)

5 Conclusions

The existing image processing techniques may be used for the brain tumor detection,
however, these techniques lack in accurate and reliable detection of tumor. Thus, more
reliable and accurate solution is required. The automation of brain tumor detection is
needed to make it independent of MRI operator’s experience. Further, this will enable
timely delivery of patient’s diagnosis and so, decrease lag time between diagnosis tests
and the treatment for the same. The solution based on CNN consists of a model, which
is regressively trained and learns all the features of tumors to detect tumor accurately.
This trained model is then used to segment the patient’s brain MRI scan. This solution
is realistic, efficient, more accurate solution over other proposed solutions. In future, we
may focus on dividing “all-tumors” region into tumor stages i.e. Advancing, Edema, etc.
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Abstract. According to World Health Organization, depression is a common
illness worldwide, with more than 300 million sufferers. This article describes
relatively new research that is giving Deep Neural Networks (DNN) and Expert
System-based hybrid solutions, skills of recognizing human affect and its
intensity in standardized manner with more precision and objectivity than
human eye. At present diagnostic process of depression relies mostly on diag-
nostic and statistical manual (DSM-5) and international statistical classification
of mental disorders (ICD-10) alongside other standardized clinical measures
conducted by clinicians. Implementation of DNN in recognition facial affect in
depression appears a promising diagnostic tool, in conjunction with above
mentions classifications and clinical measures, via improving early detection of
depressive symptoms or facilitating evaluation of treatment efficacy in depres-
sive disorder. The article particularly aims at automatic analysis of facial affect
in depressed individuals, highlighting applications together with challenges to
their implementation in medicine.

Keywords: Depression � Facial emotion recognition � Deep neural networks �
Hybrid systems

1 Introduction

Results of a large study conducted in 27 EU member states [1, 51] show that each year
164.8 million inhabitants (38.2%) suffer from psychiatric disorders [50]. According to
World Health Organization, depression is a common illness worldwide, with more than
300 million people affected. In reference to National Survey on Drug Use and Health
data from 2017, 17.3 million adults in the United States, equals 7.1% of all adults in the
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country, have experienced a major depressive episode in the past year. Long-lasting
depression with severe depressive episodes remains serious health condition which
may lead to premature death due to suicide, social isolation or somatic co-morbidities.
Around 800 000 people die due to successful suicidal attempt every year and suicide is
the second leading cause of sudden death in young population between 15 and 29-year-
olds.

Could emotional intelligence demonstrated by ‘machines’ help in prevention sui-
cidal deaths via improving early detection of depressive symptoms or facilitating
evaluation of treatment efficacy in depressive disorder?

Implementation of DNN in recognition of facial affect in depression appears a
promising diagnostic tool, in conjunction with DSM-5 and ICD-10 diagnostic criteria
[28] and standardized diagnostic clinical measures, in the diagnostic process and
treatment evaluation [20, 21, 26]. This article describes relatively new research that is
giving DNN and expert system-based (ES) hybrid solutions, skills of recognizing
human affect and its intensity in more standardized manner and being more precise and
undoubtedly more objective than human eye (see e.g. [47]).

The aim of our paper is to present updated review of literature on using DNN and
hybrid solutions based on expert systems (ES) in diagnosis and treatment evaluation in
depression. Authors attempt to explore up-to-date state of artificial intelligence
(AI) practical experiments throughout the project they currently conduct. The article is
particularly aiming at automatic analysis of facial affect in depressed individuals. The
current paper presents several examples illustrating innovative forms of ‘machine’
emotional intelligence, highlighting applications together with challenges to their
implementation in medicine.

2 Facial Emotion Perception in Depression

Over the last few decades there have been numerous studies examining the perception
of human affect in normal and pathological populations.

Perception of facial emotion is thought to be a complex cognitive ability which
relies on the integrity of a select set of more basic neurocognitive processes such as
visual scanning, working memory, and vigilance which may be asymmetrically dis-
tributed across the cerebral hemispheres [31].

There is a substantial body of research evidencing impaired facial affect recognition
in depressive disorder [7, 22, 23, 34, 37, 45]. Such deficits may offer an explanation for
the decreased psychosocial functioning and even social isolation at the worst stage of
depressive phase [30]. Several studies have indicated that deficits in recognizing facial
affect reflect a negative bias in facial perception, where happy facial expressions are
interpreted as neutral, and neutral faces are perceived as sad mimic expressions.
Subjects with depressive disorder show longer response time in happy facial expres-
sions than healthy controls [46]. As far as perception of negative facial emotions is
concerned, these processes remain considerably impaired as well. People with
depression experience negative information as more stressful and more negative than
healthy controls on a subjective and physiological level. This intensified negative
emotion perception may further impact daily social functioning and emotional
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competence [49]. Moreover, the way that depressed patients perceive facial affect
corresponds with the course of their disorder, including its chronicity and symptoms
severity. Patients with depression who perceive high level of negative emotions when
viewing faces are mainly characterized by greater severity of depression, its chronic
course, symptoms persistence, and poor clinical prognosis [2, 24]. These results stay in
line with study results of Zwick and Wolkenstein [52] who compared facial emotion
recognition using the Amsterdam Dynamic Facial Expression Set in two patients
groups in acute and remitted stage of illness and healthy controls. Furthermore, the
activity of Zygomaticus Major and Corrugator supercilii were recorded. Patients in
acute depression presented with impaired perception of happy faces compared to
healthy subjects and found more difficulty in perceiving happiness, anger and fear than
healthy controls. Remitted patients only show mild impairments in the recognition of
emotional expressions: happiness, anger and fear than healthy controls. Emotion per-
ception deficits in remitted stage of illness may be a consequence of disrupted con-
nectivity within the salience and emotion network, including the amygdala, subgenual
anterior cingulate cortex (sgACC), and insula [29]. Patients with depression presented
with perceptual bias towards unpleasant versus pleasant facial expressions and the
hypersensitivity to angry facial signals might influence the interaction behaviors
between depressed patients and others [38].

3 Evaluation of Emotions in Psychiatry: Facing
Methodological Challenges and Shortcomings in Current
Traditional Approach

At present, widely available, comprehensive measuring have allowed researchers to
explore further current understanding of the dynamic and morphological differences
between voluntary and involuntary expressions and what is more, the relationship
between what people show on their faces and what they say they feel in depression.

Facial Action Coding System (FACS) is a comprehensive, anatomically based
system of taxonomizing all human facial movements by their appearance on the face. It
breaks down facial expressions into individual components of muscle movement as one
muscle contracting called Action Units (AUs).

FACS was originally developed by a Swedish anatomist [27] and was later adopted
and published in 1978 by Paul Ekman and Wallace V. Friesen [8–12]. Significant
update to FACS was published by Joseph C. Hager in 2002 [12]. Due to subjectivity
and time consumption issues, FACS has been set up as a computed automated system
that detects facial mimicry in videos, extracts the geometrical features of the faces, and
subsequently produces temporal profiles of each facial movement [25]. The use of
FACS has been proposed for use in the analysis of depression [44]. FACS coders must
meet certain standards of reliability before they are certified in identifying individual
facial action units when they are active. Specific combinations of facial action units
correspond to emotion-specific facial expressions, where each expression is created by
contracting a set of facial muscles. Unfortunately, the one-to-one correspondence
between individual facial actions and facial expressions is weakened because different
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combinations of action units can produce similar looking expressions [48]. Another
version of FACS is called “Emotion FACS” or EMFACS (Emotional Facial Action
Coding System) [17] - unpublished manual, University of California, California] and
FACSAID (Facial Action Coding System Affect Interpretation Dictionary).

EMFACS was designed for FACS coders who may selectively apply the coding
criteria to use EMFACS procedures with no additional training needed. They identify
the presence or absence of the putative facial expression. Considering the fact of lesser
precision of FACS, EMFACS appears even less reliable [18] and potentially more
prone to bias.

Another drawback of EMFACS stems from its difficulty to get intercoder agree-
ment on its coding as the coders need to agree on two: 1) whether to code an event and
2) how to code those events that they have chosen to code. Freitas-Magalhães set up in
2018 the pioneer F-M Facial Action Coding System 3.0 (F-M FACS 3.0) [14–16]. It
presents 5,000 segments in 4 K, using 3D technology and automatic and real-time
recognition (FaceReader 7.1). The F-M FACS 3.0 features 8 pioneering action units
(AUs), 22 pioneering tongue movements (TMs), and a pioneering Gross Behavior
GB49 (Crying) [14–16]. The latest version F-M NeuroFACS 3.0 was created in 2019
by Dr. Freitas-Magalhães.

4 Deep Neural Networks Support of Facial Emotions
in the Context of Psychiatry

4.1 Recognition of Facial Emotions Using DNN MoodAnalyzer

For many years, the authors have been working on systems to support psychiatric
diagnostics in the field of depression. Initially, the research mainly focused on ES
technology, including those developed by the authors: the PC-Shell hybrid expert
system shell [40–42] with a full integration in the meaning of e.g. publication [39] and
its application in the diagnosis of affective disease in the form of a system built using a
PC-Shell tool, called Salomon [32, 33]. As part of this research current, the authors also
took into account the possibilities of fuzzy logic. The hybrid nature of the PC-Shell
system results from the fact that as early as 1990 its first version combined both the
technology of ES and artificial neural networks (ANN) at a deep level of data structures
and a specially designed knowledge representation language (i.e. communication
between different AI models not via files), which slows down and hinders knowledge
processing. Then developed and functioning ANN Neuronix allowed the use of up to
three hidden layers, so in a sense - in the light of some modern definitions - it could be
considered a DNN.

Establishment of the first neural networks from the so-called deep learning [20, 21,
26], called here more precisely as DNN after 2010 and the first successes of neural
networks, including CNN – Convolutional Neural Networks (kind of DNN) [6]
encouraged authors to enrich existing software with a component based on this
approach. In the case of learning emotions based on photos or video fragments, the
main issue is to get access to correct and representative case databases (evidence based
medicine). Currently there are many databases containing pictures of faces, available
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for learning DNN, but many of them are only used to recognize or identify objects, e.g.
in photos, which seems to be much easier task for DNN (in the case of face recognition)
than recognition of emotions. That is why the authors have chosen the dataset
FER2013 [13] database as the training set. An additional problem related to dataset
concerns a serious issue related to professional ethics, including consent to the pro-
cessing of personal data. The mentioned data consists of 48x48 pixel grayscale images
of faces. The training set consists of 28,709 examples and test set consists of 3,589
examples. The classification of emotions in this dataset is identical to the mentioned
Ekman and Friesen method. This means that, as in that method, six classes of emotions
were distinguished: 0 = Angry, 1 = Disgust, 2 = Fear, 3 = Happy, 4 = Sad, 5 = Surprise,
6 = Neutral.

For the analysis of emotions, the DNN model of MoodAnalyser has been built
using the Tensorflow library API (more e.g.: [19]), Keras (see e.g.: [6]) and the Python
language (Python used for DNN see e.g.: [3]). The achieved results of emotion eval-
uation and empirically determined (hyper) parameters and the topology of the DNN
gave satisfactory results (e.g. the “accuracy” parameter, “lost function” etc.), although
experiments and modeling of both (hyper) parameters and DNN topology are still items
for further development. However, the results already achieved are better than the
subjective assessment based on the aforementioned imprecise method of Ekman. The
MoodAnalyzer system architecture used is rather typical for CNN neural networks. For
example, the method of the “transfer learning” method is being also used for current
experiments. Figure 1 shows a male photo underwent the analysis of emotional pro-
cessing Fig. 2 shows an example of the analysis of emotional processing from Fig. 1
by MoodAnalyzer using some (hyper) parameters.

Fig. 1. Picture on input to prediction by DNN system MoodAnalyzer
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4.2 Hybrid and More Holistic Approach to Depression Analysis

One of the most important components of described project is the developed ES system
called Salomon, which uses fuzzy logic to diagnose depression (affective illness). Face
emotions recognition is important part of this more general diagnostic problem. Some
aspects of this work have been described in more detailed way, among others in
publications: [35, 36, 43]. For this purpose, a hybrid PC-Shell system was used, which
is part of the proprietary Sphinx artificial intelligence package [40–42]. On its basis, an
application called Salomon [32, 33] supporting the diagnosis of depression, including
its severity, was created.

A hybrid system can be understood as a system combining various IT methods or
techniques, in particular in the field of AI. Already in 1991 a hybrid system was
designed and implemented connecting the ES called PC-Shell and the Neuronix neural
network simulator, with full integration of different AI technologies as well as multi-
media and built-in imperative language compiler. This solution is original and the said
strong integration results from the combination of both classes of systems at the level of
data structure rather than exchange of knowledge via files. One of the assumptions was
the use of ES blackboard architecture [4, 5] with heterogeneous knowledge sources
and the possibility of linking ES with many applications of automatically generated
domain-specific ANN applications. Another important assumption from the point of
view of the flexibility of created practical applications was the possibility of two-way
knowledge exchange, i.e. both from ES to ANN and vice versa from ANN to ES.
A solution to this problem was applied at the level of the language of knowledge
representation, which greatly facilitates the work of a knowledge engineer. ANN
domain applications defined earlier are generated automatically and dynamically during
the operation of the entire system based on the model definition of individual neural
networks, including e.g. topology and selected parameters. The following general

Fig. 2. Example of emotion evaluation based on the photo from Fig. 1 by the MoodAnalyzer
system
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description of the flow of knowledge with the ES knowledge source and the source of
knowledge in the form of ANN applications. The bi-directional flow of knowledge
between ANN and ES sources in the sense of blackboard architecture [4, 5]:
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The hybrid architecture described enables easier implementation of a holistic
approach to support diagnosis and therapy evaluation of depression using various AI
technologies - here is shown a model of cooperation between ANN and ES at the level
of the language of knowledge representation and strong integration at the level of
internal data structures in the computer system. A more detailed discussion of the
details and the ES module is beyond the scope and purpose of this work.

5 Summary

There are a few strengths and limitations of this work. As far as shortcomings are
concerned, the article omits some important data, such as the “accuracy” and “lost
function” parameters achieved at the time of writing. This is due to the continuation of
work and ongoing experiments with the addition of the “transfer learning” method and
some others, which theoretically can increase the value of “accuracy” of prediction by
up to 7–8%.

Undoubtedly, the strength of this project is its hybrid nature combining, among
others DNN, ES, multimedia technologies, as well as a description of some pieces of
knowledge using the imperative language built into the system described, similar in
form to C and Pascal. Implementation of AI in facial emotion perception in patients
suffering from depressive disorder can vastly improve the diagnostic process with risk
assessment included and help out to measure therapeutic outcome.

In addition, the use of heuristic knowledge might be crucial for the next stage of
research on the suicide prediction as a consequence of AI based suicide risk assess-
ments. It is to be described the Salomon ES that allows determining the severity of
depression according to an established classification. It seems that the hybrid approach
creates the possibility of comprehensive substantive analysis of the patient’s condition.
At the same time, the ES component ensures transparency of the solution method (e.g.
in the form of How? explanations), unlike the ANN components, which, in the lan-
guage of cybernetics, still meet the “black box” model. Response protocols are needed
on how to properly handle high risk cases that are flagged by AI technology, and what
to do if AI risk assessments differ from clinical opinion.

One of the serious challenges may be the phenomenon of hiding/masking emotions
by people suffering from depression. However, this clinical dilemma remains equally
challenging for both psychiatrists as well as for AI methods (hybrid and ES solutions).

To sum up, artificial intelligence technology, especially DNN/ANN and ES pro-
vides a great opportunity for further progress in crucial aspects of psychiatric care,
including both the diagnosis and treatment of patients suffering from depression, and
suicide screening or suicide risk assessment. One of the main goals of our research is to
use the created AI systems, beside both diagnosis and treatment of depression sufferers,
to predict and prevent suicides via suicide screening/suicide risk assessments. Very
important aspects of using AI for these purposes is the ability to communicate with
patients through today’s mobile devices and monitor their emotions, including faces by
an automatic AI system, free from human subjectivity. Further researches in medicine
on how AI technology fits into diagnosis and treatment of depression is strongly
needed.
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Abstract. Invisibility and fidelity influence 2D vector maps, especially the way
vector data is used after applying various watermarking techniques to obtain a
veiling of the digital vector map’s information via distortion control. This study
proposes a linear cellular automata technique to safeguard vector maps for copy-
right protection purposes. Performance evaluation of the proposed system indi-
cates higher invisibility and fidelity compared to previous frequency techniques.
Additionally, the proposed technique indicates that, in digital watermarking, it is
possible to use several frequency domains.

Keywords: Copyright protection · Vector map · Invisibility · Fidelity · Linear
cellular automata transform

1 Introduction

With the growing use of geospatial data in recent decades, paired with advances in
computer hardware such as geographic data collection instruments, a large number of
paper maps have been digitised, and devices such as Geographic Positioning Systems
(GPS) have been designed to leverage satellites to retrieve spatial positioning data. To
give an example, Geographic Information Systems (GIS) have enabled users to move
away fromhardcopy printing or analogue data to vectormaps, which serve as realisations
and standard representations [1].

Map stakeholders in digital watermarking can resolve the question of who owns a
particular digital map, as well as the map’s validity. Digital watermarking can safeguard
against data alteration or data extraction, and vector maps can be used in both spatial and
transformation spaces. Robust digital watermarking systems can be applied for copy-
right protection purposes [2]. The main transform algorithms include Discrete Wavelet
Transform (DWT) [3], Discrete Cosine Transform (DCT) [4], and the Fast Fourier Trans-
form (FFT) [5]. However, robustness and invisibility are undermined by the ease of use
associated with the spatial domain for watermarking. Therefore, rather than the spatial
domain, digital watermarking techniques can address the transformation domain in order
to achieve a higher performance in terms of copyright protection [6–8].
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K. Arai et al. (Eds.): SAI 2020, AISC 1230, pp. 185–197, 2020.
https://doi.org/10.1007/978-3-030-52243-8_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-52243-8_15&domain=pdf
https://doi.org/10.1007/978-3-030-52243-8_15


186 S. Al-Ardhi et al.

This study focuses on the issue of protecting vector map copyright. In order to
achieve this, the linear cellular automata transform (LCAT) algorithm is proposed, which
is an advanced technique for vector map watermarking. The cellular automata transform
(CAT) algorithmwas proposed in [9] formultimediawatermarking, but embeddedmedia
and their use in vector maps have yet been extensively researched. The LCAT algorithm
is associated with a range of benefits, including fidelity, insertion, and invisibility [10].

The performance evaluation tools used to assess the LCAT algorithm included nor-
malised correlation (NC) computation, quality evaluation based on invisibility with root
mean square error (RMSE) computations, and the fidelity with the longest distance.
Based on the evaluation results, the technique produced acceptable values for the invis-
ibility and RMSE tests. Additionally, the NC and distance values were satisfactory, and
the technique had a high level of resistance to geometric attacks.

2 Methods

2.1 Linear Cellular Automata

A cellular automaton can be described as a grid of cells, where every cell has a finite
number of states, and the grid can have any finite number of dimensions. Linear cellular
automata (LCA) can be expressed as in Eq. (1). Every cell inside the grid has a finite
number of states, and all together they form a lattice structure [11].

(Ct+1)T = Mn.
(
Ct)T(mod 2) (1)

where Mn refers to the local transition matrix. Given that n = 5k, the local transition
matrix can be expressed as follows:

Mn =

⎛

⎜⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜⎜
⎜⎜⎜
⎝

1 1 1 0 0 . . . . . . . . . . . . 0 0 0
1 1 1 1 0 . . . . . . . . . . . . 0 0 0
1 1 1 1 1 . . . . . . . . . . . . 0 0 0
0 1 1 1 1 . . . . . . . . . . . . 0 0 0
0 0 1 1 1 . . . . . . . . . . . . 0 0 0

. . . ..

. . . .

0 0 0 0 0 . . . . . . . . . . . . 1 1 1
0 0 0 0 0 . . . . . . . . . . . . 1 1 1
0 0 0 0 0 . . . . . . . . . . . . 1 1 1

⎞

⎟⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟
⎟⎟⎟
⎠

.

Suppose that the transition matrix of a cellular automation (An) is denoted by Mn.
Since An is of the nth order penta-diagonal matrix, the non-zero coefficients will be
1. The transpose of a linear matrix that consists of an interchange of random binary
numbers can be represented by (Ct)T, which is defined in the following way:

(Ct)T = M−1
n .

(
Ct+1

)T
(mod 2) (2)
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The inverse of the cellular automation, given n = 5k, the transition matrix can be
expressed as:

M−1
n =

⎛

⎜⎜⎜⎜⎜
⎜⎜
⎝

M−1
5 B B · · · B

BT M−1
5 B

. . .
...

BT AT . . .
. . .

...
...

. . .
. . . M−1

5 B
BT · · · BT BT M−1

5

⎞

⎟⎟⎟⎟⎟
⎟⎟
⎠

,

where

M−1
5

∣∣
∣∣∣∣∣∣
∣∣

0 0 1 1 0
0 0 0 1 1
1 0 1 0 1
1 1 0 0 0
0 1 1 0 0

∣∣
∣∣∣∣∣∣
∣∣

(mod 2),B =

⎛

⎜⎜⎜⎜⎜
⎝

0 0 1 1 0
0 0 0 1 1
0 0 1 0 1
0 0 0 0 0
0 0 0 0 0

⎞

⎟⎟⎟⎟⎟
⎠
.

In the above expressions, |Mn|mod 2 refers to the transition matrix that begins with
five integers, which can be defined as follows:

|Mn|mod 2 =
{
1, if n = 5k or n = 5k + 1, with k ∈ N

0, otherwise

}
(3)

2.2 Linear Cellular Automata Transform

Linear cellular automata transform (LCAT) involves the transformation of the coordi-
nates of the vertices. It is applied to the coefficient of the transformation result from
the data of the vector map. An overview of the transformation of map data to the linear
cellular automata (LCA) space is shown in Fig. 1. Once this transformation is complete,
the vector map is transformed to the frequency domain, as shown in Eq. (4).

T(M) =
∑N−1

n=0
Mn.vx1(mod 2) (4)

where, T (M ) refers to the domain transformation value of the host map,Mn denotes the
LCA transition matrix, vx1 is the digital media value of the host map, and N represents
the number of vertices altered by the transformation.

The method of the transformation in LCAT by the vx1 coordinate is given by Eq. (5).
It includes the encrypted watermark part.

v′′
x1 = v′

x1 + αW (5)

where α represents the embedding parameter and W refers to the watermark.
Variations of the vector map are directly proportional to the embedding parameter

(α). At the same time, the resistance of the watermark (W) increases. The equation
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applies acceptable changes to the vector map, including a large resistance value and
3-part α values.

The inverse of LCAT’s can be expressed as follows:

iT(M) =
∑N−1

n=0
M−1

n .v′′
x1(mod 2) (6)

where iT (M ) refers to the inverse transformation value of the host map and v′′
x1 is the

digital media value of the transformation of the host map.

Fig. 1. Linear cellular automata transform (LCAT).

2.3 Watermark Embedding Phase

As previously noted, the proposed technique is operated in the frequency space. An
overviewof the embeddingmodel of thewatermark is demonstrated inFig. 2. To facilitate
encryption, a public key that consists of three parts (vector map, LCA transition matrix
size (Mn), and watermark for event scrambling) is used. A private key is used to perform
decryption.

The algorithm is as follows:

1. Choose a pair of reference vertices, vf1 and vf2, in the range (1 ≤ vf1, vf2 ≤ n ).
This serves as the vector map of M for security assurance.

2. Determine the number of vertices in the map file (M) according to the transformed
length (N) to the frequency domain (do not include references).

3. Convert the coordinates of the vertices to the LCAT.
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4. Using Eq. (5), encrypt the coefficients of W∗. This generates the data sequence
W∗ = {w∗

i | w
∗
i ∈ {0, 1}, i = 0, 1, …., l – 1}.

5. PlaceW∗ into the last two consecutive digits,which lowers the influence onprecision,
and assume that a double floating-point 16-digit coordinate value exists in a decimal
fractional version. The value to be embedded falls in the range of 0 to 99 and does
not correlate with w∗

i . Under the assumption that D, an integer, consists of the two
digits, then:

W∗ =
{
if w∗

i is 0 thenD ≤ 50 and saved at the positions;
w∗
i = 1, otherwise

}
(7)

6. After the watermark has been placed, use LCAT’s inverse to restore the initial shape
file of the frequency domain vector map.

2.4 Watermark Extraction Phase

Comparable stages are involved in the watermark insertion and watermark extraction
processes, but the reverse order is adopted. In the extraction process, the stages used are
the outcomes of the insertion phase, namely, vf 1 and vf 2 (reference vertices), a fixed size
LCAT matrix (Mn), and the watermarked vector map. These elements are illustrated in
Fig. 3.

Fig. 2. Embedding process Fig. 3. Extraction process
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The stages involved are the following:

1. Choose vf1 and vf2 (1 ≤ vf1, vf2 ≤ n ), under the control of the private key k. These
serve as the reference vertices for the vector map of M.

2. Identify the number of vertices in the map file (M) and the length (N) that will
subsequently be transformed to the frequency space that have no references.

3. Transform the coordinates of each feature to LCAT.
4. Use the following equation to extract the watermark location and bits:

W∗ =
{
if D ≤ 50 thenw∗

i is 0
w∗
i = 1, otherwise

}
(8)

5. Extract the original embedded watermark sequence (W) by taking the inverse of the
watermark pattern using the private key k.

6. Reconstruct the watermark pattern.

3 Results and Discussions

3.1 Experimentation

To evaluate the LCAT algorithm, a pair of shapefile maps were employed. The two
vector maps consisted of the file type ESRI standard [12], which shows a number of
maps covering Riyadh city in theKingdom of Saudi Arabia. Themaps are thus of various
forms, including polyline, point, and polygon.Abitmap imagewas used for the copyright
marker. In terms of the hardware used for the experiments, a machine with the Windows
10 Professional operating system with a 2.3 GHz processor and 16 GB memory were
employed, as well as QGIS version 3.0. The Python programming language was also
used.

The parts linked to every transform coordinate, Mn = 30, α was observed in the
least-significant-bit (LSB) and T = 1 for iterative embedding. The first test focused on
the invisibility of the proposed approach. Vector 4 illustrates the watermarked vector
maps using the method described previously. These generated the watermarked types
are illustrated in Fig. 4 and 5.

NC computation was used for the performance evaluation, and it was also applied to
investigate aspects of similarity between the original watermarks prior to and following
the extraction (the values ranged from 0 to 1). The high-quality nature of watermarking
approach is reflected in the elevatedNCvalue,which is suggestive of a robust correlation.
Equation 2 defines the NC between the initial value (w) and the extraction watermarks
(w∗

i ).

NC =
∑M

i=0 wiXw∗
i√∑M

i=0(wi)2X
√∑M

i=0(w
∗
i )2

(9)
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King Salman street King Fahad street

King Abdullah street Spot height map of Riyadh City

Al-Safarat District Al-'Olayya District

Fig. 4. 2D vector map testing maps.
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King Abdullah street Spot height map of Riyadh City

Al-Safarat District Al-'Olayya District

King Salman street King Fahad street

Fig. 5. Watermarked 2D vector maps for the testing maps in previous figure.

Table 1 provides a summary of the similarity test based on the NC value. Based on
these results, it is reasonable to conclude that the extracted and original watermarks are
closely comparable (reflected in the fact that the NC value is around 1). Furthermore, the
content of the extracted and original watermarks was the same, along with the length.

The proposed algorithmprotected the copyright using awatermarkwithout impairing
quality. This is because the watermarks that are extracted again from vector map files
do not need to go through dimensions or content changes.
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Table 1. Similarity test results

Used Map Type Features/Vertices Embedded
Data

Extracted
Data NC

Spot height 
map of 

Riyadh City Point 30/30 0.998028

King Fahad 
street

Polyline 5/300 0.998109

King 
Abdullah 
street Polyline 3/180 0.998114

King Salman 
street Polyline 10/60 0.998067

Al-'Olayya 
District Polygon 14/140 0.998085

Al-Safarat 
District Polygon 40/400 0.998008

3.2 Invisibility Testing

The two parameters used in the invisibility evaluation (as a reference analysis to compute
the RMSE) are given in Table 2. In turn, this decides on the alteration between the results
of the interpolatedwatermark and the start of themapfile. Equation 10 shows the equation
used to create the RMSE:

RMSE = (
1

NV

∑NV

i=0

∣∣∣vi − v∗′′
i

∣∣∣) (10)
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whereN refers to the number of vertexmap vectors, vx1 denotes equivalent x coordinates
in the initial vector map, and v∗′′

x1 denotes the equivalent x coordinates in the restored
vector map.

Table 2. RMSE results (T = 1)

Used map DC transform DW transform FF transform LCA transform

Spot height map of
Riyadh City

3.6582 × 10−5 6.2875 × 10−6 8.8872 × 10−7 5.258 × 10−10

King Fahad street 4.6382 × 10−4 5.3245 × 10−5 8.1342 × 10−6 8.9877 × 10−8

King Abdullah
street

2.6382 × 10−4 3.1361 × 10−5 4.5912 × 10−6 8.2319 × 10−9

King Salman street 1.6382 × 10−4 4.3129 × 10−5 7.2231 × 10−7 2.5612 × 10−10

Al-’Olayya District 6.6382 × 10−4 3.7326 × 10−5 6.5231 × 10−6 8.1723 × 10−9

Al-Safarat District 3.6382 × 10−4 5.9213 × 10−5 2.3111 × 10−6 1.2510 × 10−9

3.3 Fidelity Evaluation

Digital watermarking cannot be identified using the naked eye, which improves system
reliability. Additionally, the approach does not lead to any significant deterioration in
the media file, and in terms of the RMSE, it is possible to access the furthest changes.
Watermarking into the vector files in responsible for position change, which is reflected
in the furthest distance. A measurement that compares the original vector map file, the
coordinated vertex, and the watermarked vector map file can be applied to obtain a
position change. QGIS was used in this study to express the further distance in terms of
meters. Based on the test results, the longest notable shift in the data analysis amounted
to 60 cm (Table 3). It is reasonable to conclude that the furthest distance value still
achieves satisfactory accuracy in the vector map (Fig. 6).

Processing of the results on the watermark insertion map was identified as the factor
leading to the failure of the extraction of thewatermark. Furthermore, the distortion value
was influenced by using the limiting factor in the phase of the watermark insertion. The
identification of the watermark value took place based on the use of a bit matrix size of
Mn ≤ 30, which permitted extraction. In addition, the limiting factor is affected by the
variation amplitudes of Mn ≥ 35 bits.

Thewatermarkwas retained in several techniques in certain tests, where despite a low
level of robustness, both watermarks, the extracted and the embedded were similar with
normalized-correlation value of 1. Regarding each LCAT value, changes on the value
of the sequence complex on the vector mapping involved an LCAT computation being
spread to ensure that the LCAT value stayed within the extraction range. Changes to the
coordinate value directly influenced the inserted watermark bit value, where insertion
occurred on the spaced-out domain. This was identified as a precursor to different results.
Watermark conservation can be achieved more effectively by the transform domain
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King Abdullah street Spot height map of Riyadh City

Al-Safarat District Al-'Olayya District

King Salman street King Fahad street

Fig. 6. Overlaying of the original and watermarked maps

Table 3. Fidelity test results

Map used τ (m) DC transform DW transform FF transform Farthest distance (m) LCAT

Spot height map of Riyadh City 10 8.50 7.50 5 2.90

King Fahad street 10 8 7 5 2.5

King Abdullah street 30 15 11 7 3.20

King Salman street 78 20 15 10 7

Al-’Olayya District 78 22 14 11.60 6.58

Al-Safarat District 100 45 37 30 9.23
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computation spanning the LCAT rather than the spatial technique. The degree to which
the method is robust is dependent on the frequency domain algorithm (FDA), related
programming methods, the data storage length, the extraction limit, and the quality of
the asymmetric algorithm key.

4 Conclusion

The common challenges associated with existing watermarking schemes in vector maps
relate to the issues of invisibility and fidelity. Additionally, the original cover is necessary
for the scheme when extracting the watermark, given the “non-blind” nature of the
process. In this paper, a novel frequency watermarking technique for 2D vector maps
was proposed. In the LCAT domain, the proposed watermarking technique was used
for embedding into the vector map. Invisibility evaluation indicated that similarity in
the fidelity stages in the watermarked map are maintained. The root-mean-square-error
value was consistent at approximately 0, and the distance from the original vector map
remained within a maximum value of 10%.
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Abstract. The last decade haswitnessed an increase in adoptingwireless systems.
Awireless system enables two devices to utilize radio frequencies to communicate
wirelessly. Moreover, in wireless systems, authentication can be performed wire-
lessly through transferring authentication information over-the-air. Alternatively,
antennas in most devices enabled to communicate wirelessly today can control
the power level of transmission to improve the wireless system’s performance. In
the present study, we examine the feasibility of varying the power level of trans-
mission of a device’s antenna for authentication purposes. This can be used in
applications, such as obstructing relay attacks on wireless authentication systems.
Furthermore, a prototype is built and tested utilizing Wi-Fi enabled systems.

Keywords: Access control ·Wireless authentication · Variable power · Relay
attack

1 Introduction

Wireless authentication has been out there for a while, mainly used for purposes like
connecting a device to a wireless networks. For example, connecting to aWi-Fi network.
Recently, there has been a huge growth in the number of wireless systems deployed in
different areas in our lives automating many manual functions for our convenience.
A contemporary example of these wireless systems is passive keyless entry systems
(PKES). These systems are utilized in the locks of some of the modern cars and in smart
homes. Passive keyless entry is an access control method that responds in an automatic
fashion when the key holder is in the vicinity of the lock granting physical access on
approach. Such systems perform authentication wirelessly. Generally, authentication
that is performed wirelessly incorporates a device attempting access to resources which
is known as the prover, and a party that verifies the prover’s credentials and makes
access decisions. This entity is known as the verifier. The hardware of the prover and the
verifier incorporate radio frequency transceivers. These transceivers are used to give the
ability to the prover and the verifier to detect each other, communicate, and to transfer
the authentication information.

Wireless authentication is user friendly. For instance, it is more convenient for users
to simply approach a locked door and it unlocks automatically. However, employing
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wireless authentication comes with the risk of relay attacks. In this attack, the commu-
nication between the prover and the verifier is begun by the attacker. This attacker then
simply relays messages between the prover and the verifier without changing these mes-
sages or even reading them. Generally, the relay attack device captures communications
then simply retransmits them. As can be seen in Fig. 1, in usual circumstances, when the
prover and the verifier are not in range, they are not able to communicate nor exchange
authentication information. Therefore, no authentication attempts occur. However, when
an attacker places a relay device to repeat the wireless signals of the prover to reach the
verifier and vice versa. It will appear to the prover and to the verifier that they are in
range. Thus, they will be able to communicate and exchange authentication information
leading to successful authentication. Doing this grants the attacker illegitimate access to
resources without the prover requesting them. For example, unlocking a wireless lock
without the key holder approving it.

Fig. 1. The relay attack.

In the present study, we propose using changeable levels of the power of transmis-
sion to be utilized in the authentication process. This is done by utilizing the antenna’s
ability of changing the power level of transmission and the ability of the receiver devices
of measuring the power levels of the received signals. The control of the power level of
transmission is used in many of the wireless communication protocols as in Bluetooth,
Wi-Fi, LTE, RFID, and NFC to assure effective transmission of data and to reduce inter-
ference. For example, a Node-B in the Universal Mobile Telecommunications Service
(UMTS) mobile can execute power control up to 1500 times in a second [6]. In Radio
transceivers, power control can be performed by adjusting bias voltages for the power
amplifier in the transceiver circuit. This paper shows that using changeable power levels
in transmission as an authentication factor can, in some cases, obstruct relay attacks on
wireless authentication systems. After covering the related work in the next section, the
system model is presented in Sect. 3, then, tested in Sect. 4.
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2 Related Work

As stated earlier, antennas transmission power control is essentially utilized in wireless
communications systems to assure good system performance (e.g., effective data rate,
low interference). For instance, power control is used in UMTS cellular networks to
compensate for the changes due to pathloss and Rayleigh fading [8]. Now, received
signal strength (RSS) is utilized in some systems for proximity-based authentication
[9]. However, changeable power levels at transmission are not utilized in authentication
applications. We believe it is feasible to use changeable power levels at transmission in
authentication applications, which can be employed as a simplistic and straightforward
method to prevent some of the relay attacks in wireless systems. Today, there are a
few countermeasures proposed to defend against relay attacks. The distance bounding
protocol for example. This protocol enables the verifier device to establish a distance
bound where provers requests for access are approved [1]. The distance bound is deter-
mined by the round-trip time that the signal takes to travel back and forth between the
verifier and the prover. It was proposed for the distance bounding protocol to combat
relay attacks in contact smart cards [3] and RFID [5]. Nevertheless, the distance bound-
ing protocol is complicated and requires highly precise time measurements, and has
limitations especially in non-line-of-sight settings due to multipath delays. The authors
[7] utilized jamming signals to counter relay attacks in NFC systems. In their system,
the prover transmits a jamming signal at the beginning of the NFC communication.
However, jamming can impacts other legit radio frequency applications. The authors in
[4] proposed countering relay attacks by analyzing physical layer characteristics, which
relies on detecting relaying attackers by measuring the noise statistic variations at the
receiver. However, their proposed method needs calibration. Moreover, it may fail to
work in case of an external factor producing noise at the same frequency. The authors
in [2] proposed using ambient sound information to counter relay attack on cars, which
is done by having both the car and the key record sound fingerprint then compare the
recordings to make sure they are proximate. However, their proposed system requires
multiple audio recorders. In the next section, we present the proposed systemmodel that
utilizes changeable power levels at transmission for authentication purposes.

3 System Model

In the proposed system model, the prover device transmits a pre-shared secret key at
varying power levels, at transmission, following a predetermined pattern. The transmis-
sion pattern is determined by a pre-shared equation. This equation is pre-shared between
the prover and verifier. The pre-shared equation uses the value of the time and yields
the power levels which will be used when sending the pre-shared secret key to the veri-
fier. Consequently, the prover transmits the pre-shared secret key using the same power
transmission levels the verifier will use in authenticating the prover. Assuming that the
prover device can transmit keys at n different power levels and the power pattern consists
of k different power levels. Then the number of possible power level’s combinations is

n!
(n−k)! . As previously discussed, the used combination varies with time according to the
pre-shared equation. In the proposed system, Pmax is transmitted first, then fractions of
Pmax are transmitted as follows:
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At t1 the prover transmits P1 = Pmax

At t2 the prover transmits P2 = a1 Pmax

At t3 the prover transmits P3 = a2 Pmax

At t4 the prover transmits P4 = a3 Pmax

At tk the prover transmits Pk = ak Pmax

Where a1, a2, …,ak < 1
The verifier receives the pre-shared secret key at the different power levels from t1

to tk . Therefore, it measures k different received power levels. Since P1>P2, P3, .., Pk,
PReceived (P1) is going to be the instance in which the highest received power measured,
assuming the distance between the verifier and receiver did not change during the period
from t1 to tk. Generally, when an electric signal propagates through a path it loses a part
of its power. This loss is known as the pathloss. Pathloss is a result of several phenomena
(e.g. free-space loss, and others). Pathloss can be influenced by several factors such as
the terrain, medium, and the distance between the transmitter and the receiver. Hence,
the received power at the verifier can be presented as follows:

PReceived = Psent − pathloss (1)

Using (1) for the cases when P1 and P2 are transmitted:

PReceived (P1) = Pmax − pathloss (2)

PReceived (P2) = a1.Pmax − pathloss (3)

Then, using (2) and (3), the verifier solves for Pmax and pathloss as the following:

Pmax = 1

1− a1
× [PReceived (P1)− PReceived (P2)] (4)

pathloss = 1

1− a1
× [a1.PReceived (P1)− PReceived (P2)] (5)

Now, when P3, P4, .., Pk are transmitted, the verifier measures PReceived (P3),
PReceived (P4), ..,PReceived (Pk)which also canbe calculated from the following equations:

PReceived (P3) = a2.Pmax − pathloss
PReceived (P4) = a3.Pmax − pathloss

.̇

PReceived (Pk) = ak−1.Pmax − pathloss

(6)

The verifier now has the values of Pmax and pathloss which were calculated from
(4) and (5) and the values of PReceived (P3), PReceived (P4), .., PReceived (Pk), which are
measured by the verifier. These values are used by the verifier to verify if (6) checks.
If it does, power authentication is successful. Otherwise, power authentication fails. It
is possible to verify only one instance of (6). However, more instances can be verified
to increase the security and the robustness of the system. After power authentication is
completed, the pre-shared secret key which was transmitted by the prover is verified by
the verifier, and then the access decision is made.
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As previously discussed, relay attack devices capture and repeat the prover signal.
If changeable power levels at transmission are used, it becomes difficult for the attacker
device to reproduce the same power levels transmitted by the prover. Since, the trans-
mission levels vary with time according the pre-shared transmission patterns equation.
This equation is known only by the prover and the verifier. As shown in Fig. 2, in the
case of a relay attack, the signal is received from a repeater device not from the prover’s
device, (6) verification fails resulting in power authentication failure.

Fig. 2. System model against relay attacks

4 Experiment

To test the system model proposed in the present study, IEEE 802.11 devices were used
for the experiment. An IEEE 802.11 access point that has the ability to manipulate
the power level of transmission via software was employed to perform the prover’s
device function. Thus, it was configured to send a pre-shared secret key via broadcasts.
This key was transmitted at varying power levels. A Raspberry Pi was employed to be
the verifier device to simulate the scenario shown in Fig. 2. As can be seen from the
figure, the pre-shared secret key was sent at varying transmission power levels (three
in this case). An IEEE 802.11 repeater was utilized as the attacker device, and was
programmed to repeat the signals coming from the prover to the verifier. Figure 3 shows
the authentication software installed on the Raspberry Pi. Figure 3(a) demonstrates how
authentication was completed successfully when the key is sent directly from the prover
device.Alternatively, Fig. 3(b) demonstrates howauthenticationwas not successfulwhen
the key is retransmitted by the repeater device.
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Fig. 3. Experiment results

5 Conclusion

In the present study, utilizing changeable power transmission levels for wireless authen-
tication was purposed. This paper presented a system model that utilizes changeable
power transmission patterns for authentication. Then, successfully implemented and
tested prototype.Most of the devices sold in themarket nowadays are able of transmitting
at varying power levels; therefore, the presented system is a direct and simplistic way to
counter relay attacks. Future research would include implementing other methodologies
that use changeable power transmission for authentication purposes.
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Abstract. Low-cost devices in the Internet of Things (IoT) can be inte-
grated into Unmanned Aerial Systems (UAS) as a means of collecting
remote data and forwarding to central collection points. However, sensi-
tive data is subject to compromise, and should be protected using cryp-
tography. In order to minimize threats to authenticity, data should be
encrypted using session keys known only to participating nodes. In gen-
eral, however, incorporation of capabilities required to both generate
secure session keys and encrypt or decrypt sensitive data is difficult in
low-cost IoT installations, due to resource and performance constraints.
In this research, we implement a combined public and secret key secure
data delivery system in a low-cost aerial platform, which incorporates
cryptographic accelerators and required peripherals, in the Zybo Z7-10
System-on-Chip. Components are integrated using a flexible and exten-
sible Applications Programming Interface (API) in a hardware-software
design approach, and flown on a low-cost F450 ARF quad-copter drone.
Resulting components consume 60% of the slice resources of the Zybo
FPGA, and achieve a takeoff weight of 1.2 kg. A flight demonstration is
performed, where sensitive data, collected at a remote sensor, is securely
delivered to a host.

Keywords: ECC · AES · Codesign · Cryptography · Embedded
systems · Encryption · Lightweight · Drone

1 Introduction

Smaller and lower-cost embedded devices comprising the Internet of Things
(IoT) are revolutionizing information technology. IoT sensors can be emplaced
at remote locations, and can provide monitoring of operational, environmental,
or security conditions. Although some decisions can be made autonomously in
an edge-centric network, much of remotely collected data must be forwarded
to central locations for processing. While data forwarding can be accomplished
using landline or higher-powered Radio Frequency (RF) networks, low budgets
often preclude such arrangements.
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The use of Unmanned Aerial Systems (UAS), i.e., “drones” or “Unmanned
Aerial Vehicles” (UAVs), for data collection from sparse and geographically-
distributed nodes, is an established trend in academia and industry. In particular,
data collection using UAS can support environmental efforts (e.g., agricultural
and conservation) [1], logistics functions (e.g., tracking of deliveries and traffic
optimization) [2], and Critical Infrastructure Protection (CIP) (e.g., pipeline and
power line monitoring) [3].

However, data collected by remote sensors and forwarded by a UAS is vulner-
able to cyber exploitation. Risks could include adversary collection of informa-
tion, or malicious alteration or denial of service by a malicious actor. Safeguard-
ing of data, at rest and in motion, often requires cryptographic protections. Ide-
ally, protections would include confidentiality (i.e., preventing an eavesdropper
from reading a device’s communications), integrity (i.e., preventing substitution
of any communication), and authenticity (i.e., assurance that communications
come from the purported sender and not from a malicious third-party). While
these cryptographic services can be achieved through a single secret key cipher
(in conjunction with secure hashes or authenticated encryption), secret keys
(e.g., session keys) utilized for the above services must be ephemeral – nodes
must be able to securely, rapidly, and repeatedly regenerate device-to-device
keys. Additionally, in a network consisting of many secure nodes, no two nodes
should possess the same secret key, as this increases the possibility of an adver-
sary co-opting a node to employ in a spoofing or man-in-the-middle attack. But
centralized key management and distribution is logistically challenging. A solu-
tion would be to field a public key cryptosystem to operate in tandem with the
secret key cipher, to provide and replenish session keys. However, public key
ciphers are much more expensive in terms of power, energy, and resources than
secret key ciphers, and are rarely incorporated in IoT devices [4].

In this research, we tackle the above challenges head-on through SADDLE:
Secure Aerial Data Delivery with Lightweight Encryption. Specifically, we design
and demonstrate a secure UAS, capable of securely collecting sensitive data at
a remote “sensor” node, forwarding the data using a drone, and delivering the
sensitive data to a central collection point, or “host” node. Each of the nodes in
SADDLE is capable of public and secret key encryption, in order to generate bi-
nodal secret session keys from private keys known only to individual nodes, and
exchange sensitive data using high-speed encryption. For establishment of secret
session keys, we use the U.S. National Institute of Standards and Technology
(NIST) standard Elliptic Curve Diffie-Hellman (ECDH) key exchange protocol
[5]. For high-speed exchange of encrypted secure data, we use the NIST-approved
Advanced Encryption Standard (AES) block cipher [6].

Since cost is a critical factor in design of SADDLE, we leverage low-cost
components. Our secure data delivery system is implemented on Digilent Zybo
Z7-10 System-on-Chips (SoC), and our aerial component is based on the DJI
F450 ARF quad-copter drone, controlled with an mRo Pixhawk 2.4.6 flight con-
troller, and remotely controlled by a drone pilot. Inter-nodal communications use
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the short-range and low-power Bluetooth (IEEE 802.15.1) standard, facilitated
by low-cost Digilent Bluetooth Zybo peripherals.

Our secure data delivery system, consisting of drone, sensor, and host nodes,
is implemented using hardware-software (HW-SW) codesign. This optimizes
available resources by permitting control-intensive processes to be rendered in
SW, and data-intensive processes, such as cryptographic algorithms, to be imple-
mented in HW. Specifically, we implement two cryptographic accelerators, one
for Elliptic Curve Cryptography (ECC) point multiplication, and one for AES
encryption and decryption. Our design also incorporates peripherals required for
data acquisition, communication, and external monitoring, which are integrated
into the design. Our SW model incorporates a flexible and extensible Applica-
tion Programming Interface (API), in a baremetal approach (i.e., no operating
system or kernel), to facilitate an easily understood command interface which
can be upgraded with future capability. Our contributions in this research are
as follows:

1. We develop a flexible and extensible SW API, applicable to all types of nodes
(drone, sensor, host), which provides a flexible command interface, and is
easily upgradeable with more advanced capability.

2. We integrate public and secret key cryptographic accelerators into a single
lightweight System-on-Chip (SoC) using HW-SW codesign, to solve the prob-
lem of secure and repeatable bi-nodal session key generation.

3. We demonstrate incorporation of our secure data delivery system into an
actual low-cost aerial platform, the F450 ARF quad-copter drone, and demon-
strate its applicability for remote sensing while maintaining data security.

The paper is organized as follows: In Sect. 2, we provide background on public
and secret key cryptography, and review previous explorations of data collection
using UAS. In Sect. 3, we detail our methodology, including HW components,
HW-SW codesign, SW model, and system integration. In Sect. 4 we present
post-implementation results, and present conclusions in Sect. 5.

2 Background and Previous Work

2.1 Remote Sensor Data Collection with UAS

Many Wireless Sensor Network (WSN) applications have used UAS to either
collect data from nodes or to supplement the system. These applications include
environmental monitoring, agriculture and livestock optimization, and disaster
recovery. Huang et al. [7] present a WSN deployment model using UAS in post
disaster scenarios. In [8] Polo et al. use a UAS to collect data from WSNs used to
gather data in an agricultural application. Further, in [9] Potter et al. use a UAS
to collect data from sensor nodes deployed in a water stream for the purpose of
collecting data such as water temperature, dissolved oxygen and pH level.

However, most lightweight UAS-WSN, designed for environmental and agri-
cultural monitoring, or disaster relief, do not use security measures and protocols
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in their systems. While these applications were conceived to operate in a non-
threat environment, the exponential expansion of the IoT increases all cyber-
attack surfaces, and necessitates that we go back and rethink the suitability of
vulnerable systems. Some examples of cryptographic deployments in lightweight
drones include [10], where authors implement linear homomorphic encryption
(LinHAE) to provide a secure ground-to-air control loop, and [11,12], in which
authors devise a lightweight combination of public and secret key encryption for
light drones.

High-end UAS of the military and intelligence collection services of many
nations certainly employ secure communications, however, these come at high
cost and complexity. The goals of our research are to investigate low-profile
secure data delivery at very low cost, i.e., about USD 1,500 total cost.

2.2 Elliptic Curve Cryptography

Public key ciphers generate a pair of related keys – one publicly available (i.e.,
the public key pk), and one held privately (i.e., the private key sk). pk is gener-
ated as a function of sk and other publicly-specified parameters of the system.
The generation of pk is a “trap-door” function, where security of a public key
cryptosystem relies on the fact that recovery of sk with knowledge of only pk
and system parameters is computationally infeasible. The advantage of pub-
lic key ciphers is that key exchange with new parties is simplified, using key
exchange mechanisms such as Diffie-Hellman (DH) [13]. Additionally, the fact
that each party possesses a unique sk facilitates cryptographic services such as
digital signatures (e.g., Digital Signature Standard). A disadvantage of public
key ciphers is that execution times are significantly longer. Therefore, public
key ciphers are not viable for high-throughput or low-power communications.
Rather, their intended use is to enable key exchange and generation of “ses-
sion keys,” which then enable high-speed communication between participating
parties using secret key ciphers.

ECC is a public key cryptosystem proposed in [14,15]. In ECC, an elliptic
curve E over a Galois Field GF (p) is a set of points fulfilling the equation of
the curve. Such an equation is y2 = x3 + ax + b, where a and b are parameters
of the curve, belonging to GF (p). Two operations, addition and doubling, are
performed on points A and B resulting in a third point C = A + B. A single
point, A, can be doubled, giving C = 2A. Scalar multiplication kA, using key k,
is equivalent to the sum of k instances of A.

ECC can be used with the ECDH protocol for exchanging session keys for
use by secret key ciphers [13]. In ECDH, Alice and Bob first generate secret keys
skA and skB . They then compute and exchange intermediate values kA and kB
using point multiplications. Finally, kAB = kBA, is simultaneously derived by
Alice and Bob through another point multiplication, as shown in Fig. 1, and
represents a shared secret key known only to Alice and Bob.

ECC is a popular research topic from mathematical and implementation
points of view. Lightweight implementations of ECC have been proposed in SW
and HW. In [16] Zhou et al. present a lightweight implementation of ECC using
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Fig. 1. Elliptic Curve Diffie-Hellman (ECDH) Key Exchange Protocol. Two users,
Alice and Bob, each choose a secret key, and compute intermediate keys, according to
agreed public parameters G(p, a). After exchanging intermediate keys kA and kB , each
compute shared session key kAB = kBA.

NIST prime P-256 targeting an 8-bit microcontroller. In [17] Al-Adhami et al.
present a 256-bit ECC implementation suitable for RFID tags. The design uses
the optimized GNU Multiple Precision (GMP) arithmetic library. The authors
report the fastest scalar multiplication time on the target platform as a result of
the optimizations they performed. In [18] Marzouqi et al. present another NIST
P-256 implementation on FPGAs. They use Karatsuba multiplier with two levels
of division and conquer approach to optimize their implementation. Rahman
et al. [19] present another NIST P-256 implementation targeting FPGA. The
design uses Jacobian coordinates to avoid the costly division operations.

Several studies have been conducted on the usage of ECC to secure WSNs.
In [20] Ozgur presents a public-key infrastructure using ECC. The system uses
multiple UAVs acting as Certification Authorities (CAs) to provide certifications
during the pairwise key exchange. The system relieves the WSNs from the extra
overhead such as storage. In [21] Lu et al. use public-key protocols to solve
the orphan node problem in symmetric-key management. The system provides
digital signatures as well as other public-key services while saving energy. Nadir
et al. [22] use the TinyECC library to provide public keys to WSNs through ECC.
They show that their system is suitable for different scenarios such as in the
initial deployment phase and when introducing a new node to the system. They
also show that the memory usage is minimal. In [23] Malathy et al. introduce a
border surveillance clustered network secured through ECC. Their system uses
digital signature algorithms for effective key-generation as a shared signature
between the sender and the authenticated recipient. Hossain et al. [24] present a
HW implementation of ECC for WSNs. They use polynomial basis over binary
fields GF (2m) for their proposed design and show that it is suitable for FPGA
implementations.

2.3 Advanced Encryption Standard

Secret key ciphers use a secret key to encrypt information at origin and decrypt
information at destination. Advantages of secret key ciphers include speed and
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simplicity of engineering, in that encryption and decryption algorithms are usu-
ally closely related. For this reason, secret key ciphers are typically used in both
high-throughput and low-power applications. One disadvantage of secret key
ciphers is that all parties must possess the same key. This requires either embed-
ding the secret key in all devices party to the communication, or using a key
distribution mechanism to get the secret key to all senders and recipients.

AES is a worldwide standard for secret key encryption defined in [6], and uses
key sizes of 128, 192, or 256 bits. AES-128 uses a 128-bit key, encrypts 128-bit
blocks of plaintext, and consists of 10 rounds. There are four transformations
which occur on a state, defined as a 4-by-4 matrix of bytes. The SubBytes trans-
formation conducts one-to-one byte substitutions. The ShiftRows transformation
permutes the state by rotating the ith row left by i bytes across rows 0 through
3. The MixColumns transformation is a column multiplication on each column
of the state by a matrix of constants in GF (28). In the final transformation,
AddRoundKey, a 128-bit round key is added to the state through a bitwise xor
operation. Implementation of AES is a mature research area, and examples of
FPGA implementations are ubiquitous. Some examples include [25–28].

3 Methodology

In order to optimize heterogeneous components, some of which are control-
intensive and some of which are data-intensive, we use a HW-SW co-design
approach. In this approach, a flexible central control structure, with extensi-
ble API, is implemented in SW, while cryptographic accelerators and commu-
nications peripherals are implemented in HW. The extensible API ensures a
rich and flexible interface environment for current and future accelerators and
peripherals.

Our design consists of three types of nodes: drone, sensor, and host. The
drone node is installed on the quad-copter, and must enable data encryption
and decryption, as well as sufficient on-board storage. The sensor must contain
peripherals to interface with a data collection element (e.g., temperature sensor),
and data encryption capability. The host must allow for data decryption. All
three nodes must enable wireless communications (e.g., Bluetooth), and session
key establishment capability.

3.1 Hardware Components

Zybo Z7-10 System on Chip. To meet the above requirements, we choose a
low-cost SoC solution consisting of Digilent Zybo Z7-10, with Peripheral module
(Pmod) set, and MicroSD flash memory storage. The Zybo Z7-10 includes a
Bluetooth based communication framework (available through the BT2 Pmod
peripheral), a Zynq-7010 FPGA, and dual-core ARM Cortex A9 processor. We
also employ an Organic Light-Emitting Diode (OLED) as a convenient status
and debugging tool.
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ARM Cortex A9. The ARM Cortex-A9 Processor System (PS), operating at
667 MHz, is the central processor of the Zybo Z7 system, which is tightly coupled
to the Xilinx 7-series FPGA logic and optimized for low power. In this research,
the usage of the on-device Cortex A9 processor is instrumental in implementing
our baremetal embedded system. By using Xilinx Vivado’s Software Develop-
ment Kit (SDK), we are able to directly write, cross-compile, and program the
respective HW.

Zynq 7000 Programmable Logic. The Zynq 7000’s programmable logic (PL)
enables use of Intellectual Property (IPs) to allow HW-SW codesign to optimize
resource usage and maintain extensibility. The Zynq 7000 has 17,600 LUTS,
35,200 Flip-flops, and 270 KB Block RAM. We use the Xilinx 7-series based
PL to interface with all of the SADDLE system’s HW peripherals, including the
Digilent Pmod Temperature Sensor, the Diligent Pmod Bluetooth 2, the Digilent
Pmod OLED, the ARM Cortex A9 PS, and the Zybo Z7-10’s General Purpose
Input Output (GPIO) pins.

Digilient Pmod TMP3 Temperature Sensor. In order to demonstrate the
secure data delivery aspect of SADDLE, we must collect sensor data at a remote
node, and deliver it to the host by means of the drone. We use the Digilent Pmod
TMP3 temperature sensor, which is built around the Microchip TCN75A. This
operates with up to 12-bit resolution, and senses ambient temperatures with
up to 0.0625 degree C resolution. It interfaces with the Zybo Z7-10 through an
8-pin Pmod connection using the Inter-Integrated Circuit (I2C) interface. As an
I2C device, the serial clock and serial data lines must be pulled up to logic high
voltage levels through external pull-up resistors.

The use of temperature data is used to simulate “notionally secure data”. In
real-world applications, sensitive data could consist of temperature, pressure, or
electrical readings of critical infrastructure, intelligence-collecting sensors, etc.

Digilent Pmod Bluetooth 2. In order to ensure SADDLE maintains a stan-
dardized, secure, and extensible communication framework, we incorporate a
Bluetooth-based system. In particular, we use the Digilent Pmod BT2: Blue-
tooth Interface peripheral. The BT2 uses a 12-pin UART interface, and has an
associated lightweight IP, which requires 420 Xilinx Look-Up Tables (LUTs),
and is freely available for use via Xilinx Vivado’s IP repository. We use the BT2
for all device-to-device communication, while also echoing outgoing messages
via UART-to-USB, to allow for terminal-based communication, which facilitates
debugging and external event monitoring. The Digilent Pmod BT2 uses the
RN42 Class 2 Bluetooth radio, capable of up to 3 Mbps at 20 m distance.

The BT2 IP provides access to an interrupt-line, which, similar to a HW-
based UART interrupt, allows for selective interrupts (in this case, RX, TX, and
error-based interrupts) to be triggered upon satisfaction of a certain criteria.
SADDLE capitalizes upon the HW interrupts to build messages from incoming
data and serialize messages for outgoing data.
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Specifically, all bytes are read in through the BT2 using an on-device UART.
Upon receipt of a byte, the BT2 RX interrupt triggers an interrupt service
routine (ISR) to be called from SW. In order to not waste valuable processor
cycles within the ISR, a simple processing flag is set, which indicates a UART
RX needs to be processed. Shortly thereafter, the main processing loop reads
the UART RX processing flag, receives the byte from the UART RX buffer, and
attempts to build a new message, or add to an existing message, after which,
the remainder of the transaction is abstract to the BT2. Similarly, the BT2
TX interrupt can be triggered in order to indicate a message is ready to be sent
through the BT2 module. As the BT2 module is UART based, the processor clock
rate of the Cortex A9 (667 MHz) is significantly faster than any supported baud
rate. Therefore, when transmitting a message, the BT2 module must receive
each byte in a serial manner, the nature of which is abstract to the module and
handled by user-defined SW.

Diligent Pmod OLED. In any embedded system, the ability to receive visual
debugging output during runtime is critical for trouble-shooting the many poten-
tial SW and HW bugs which may be present. SADDLE incorporates the Digilent
Pmod OLED not only due to its lightweight IP (498 LUTs), but also due to
its usability. The Digilent Pmod OLED features a powerful, user-friendly API,
which allows a programmer to easily interface with the device, saving valuable
design, implementation, and debugging time. For extensibility, we provide a sim-
ple OLED DEBUG C macro, which can be placed anywhere within the user code
to update the embedded system’s state, which maintains the last line number
and function name referenced by the OLED DEBUG macro. Furthermore, we
provide a DEBUG ERROR MESSAGE macro, which can be placed anywhere in
the user’s code to trap the CPU, flash onboard LEDs, and display an appropriate
debug message on the OLED. This powerful, yet intuitive interface, allows for a
programmer to receive visual, temporal queues as to when their program failed,
as well as visual, spatial queues as to where their program failed (identified by
the C macros’ automatic inclusion of line number and function name).

3.2 Cryptographic Accelerators

ECC256 Point Multiplication Accelerator. The number of bits required
to represent a point on curve E in GF (p) represents the key strength of the
ECC implementation. We employ parameters standardized in [5] using a fixed
field size of 256 bits. Our design implements ECC256 point multiplication in a
tailored HW accelerator, based on the design introduced in [29], and analyzed
in [30]. We choose this implementation since it is designed to perform scalar
multiplication with low area, and performs point addition and doubling over
modified Jacobian coordinates, to avoid costly divisions.

This implementation uses the most popular method of facilitating multiplica-
tion in ECC, which is Montgomery Multiplication. Introduced in [31], a product
abR mod N = aR mod N ∗ bR mod N is computed, where aR and bR are
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representations of a and b in the Montgomery Domain, based on a residue R.
Although there is significant overhead in conversion of a and b to the Montgomery
Domain, there can be savings in overall resources for large multiplications and
exponentiations, which are prevalent in public key cryptosystems such as ECC.

[29] implements point multiplication using a variable number of processing
elements (PE), where more PEs improve performance but require more resources.
As ECC point multiplication is much more complex than any other operation in
our design, we use the maximum allowable number of 8 PEs to minimize latency.

Our ECC point multiplier implementation is shown in Fig. 2. Key compo-
nents of the implementation in [29] include the Montgomery Modular Multiplier
(MMM), Modular Adder and Subtractor (MAS), scheduler, and memory control.
Our contribution is to repackage the original ECC core, shown in dashed lines
in Fig. 2, into an Advanced eXtensible Interface (AXI) memory-mapped slave
device, which is easily configurable as a custom IP in a Xilinx block design.
The initial point G (consisting of Gx and Gy components) and curve parameter
a = −3, and precomputed R2 mod p used in conversion to the Montgomery
Domain, are adopted from [5,29], respectively. Input Gx, Gy, and k values, as
well as output x and y values, are written and read by the SW API as 32-bit
words at 8 memory-mapped locations, for a total size of 256 bits. Our custom
IP also includes 1.2 KB of dedicated RAM, needed by (but not included in) [29],
and used to store intermediate results of calculations.

Fig. 2. ECC256 point multiplier, instantiated as a custom IP. The inputs consist of x
and y coordinates of generator point G, and multiplicative scalar k (i.e., private key).
This custom IP encloses design from [29], denoted by dashed lines.

AES Accelerator. We implement AES as a HW accelerator, using the design
at [25], since it is publicly-available, license-free, and has an easily-tailorable
external interface. This design is optimized primarily for throughput, and uses a
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basic-iterative architecture, where one round executes in one clock cycle, requir-
ing 10 clock cycles to encrypt or decrypt a 128-bit block of data. This imple-
mentation additionally precomputes round keys, which requires an additional
10 cycles as a start-up cost every time the key is changed (however, this cost is
negligible for large messages).

Since we employ AES-128, only 128 bits of the 256-bit bi-nodal session key
returned by the ECC256 module are required. According to NIST recommen-
dations based on best-known analytic attacks, a 256-bit ECC-derived key is
equivalent in strength to a 128-bit AES key [32].

The AES HW accelerator is depicted in Fig. 3. The AES design at [25] is
directly incorporated as a custom IP in the Xilinx Block Design, where the IP
design tool is used to automatically configure an AXI-capable wrapper compat-
ible with the ARM processor.

Fig. 3. AES HW accelerator, incorporated from [25], where din and key are inputs,
dout is the result, init signals a key initialization, start commences an encryption or
decryption according to decrypt, and done asserts when result is complete.

3.3 Secure Data Delivery Subsystem Configuration

The three separate SADDLE nodes (drone, sensor, host) each perform differently,
and require specific HW to accomplish their respective purposes. From a SW
standpoint, given the 8 GB of available space for user SW and bootloader data,
and the 2.2 MB maximum required space for the fully equipped base SW, it
is not practical to limit the SW resources of individual nodes. Thus, all nodes
have the same SW, with only their initial enumerated variable state preset to
an appropriate value, i.e., either a “drone state”, “sensor state”, or “host state”
value.

Drone and Host Node Hardware Configuration. The SADDLE drone and
host nodes require two peripheral modules: the Pmod OLED (for debugging)
and the Pmod BT2 (for device-to-device communication). In order to interface
with these peripheral modules, the system must also utilize the Zybo Z7’s on-
board UART (to serialize and pack outgoing and incoming data, respectively) for
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communication with both the Pmod BT2, as well as the onboard UART-to-USB
connection. The Drone and Host node are each configured with cryptographic
accelerators consisting of the ECC256 and AES IPs.

Sensor Node Hardware Configuration. The SADDLE sensor node requires
three peripheral modules: the Pmod OLED (for debugging) the Pmod BT2 (for
device-to-device communication), and the Pmod TMP3 (for obtaining sensor
data). Similar to the drone and host nodes, in order to interface with these
peripheral modules, the system must also utilize the Zybo Z7’s onboard UART
for communication with both the Pmod BT2, as well as the on-board UART-
to-USB connection. The sensor node is also equipped with ECC256 and AES IP
cryptographic accelerators. A simplified configuration of drone, sensor, and host
nodes is depicted in Fig. 4. The detailed block design is shown in Fig. 5.

Fig. 4. Simplified configuration of Zybo Z7-10 SoCs, configured for drone or host nodes
(left), or for sensor node (right).

Software Model. The SADDLE SW model is written for extensibility and
modularity, such that specific operations are decomposed appropriately. This
approach allows integration of additional resources and modules with ease. The
main processing loop provides an excellent summary of the system. Upon pro-
gram start, the system initializes required peripheral modules, onboard HW, and
IPs. Afterwards, the system enters the main processing loop, in which the pro-
cessor checks for flags which have been set in a given ISR (processInterrupts())
and then processes any pending communication messages from the current main
message queue, updating the respective local Zybo data, as needed. We provide
an excerpt of our main program in Fig. 6.

Our SW model relies upon message passing. To ensure synchronization of
messages, we implement a SADDLE queue. As our lightweight system utilizes a
baremetal processor (without a Real-time Operating Systems (RTOS) or Linux
Kernel), the SADDLE system maintains its own queue format. As the system is
capable of handling HW interrupts, we also want to ensure appropriate serial-
ization and synchronization of individual messages and their respective orders.
Therefore, we implement a spin-lock, which is utilized when pushing or popping
from a given message queue.
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Fig. 5. The SADDLE Vivado block design, showing integration of Processing System
(PS) and Programmable Logic (PL). The ARM Cortex A9 is contained in Zynq7 PS
at left, while cryptographic custom IP accelerators and Pmod peripherals are shown
at right. The AXI Interconnect block, in center, establishes a memory-mapped matrix
of AXI master drivers, which are accessed through memory-mapped locations by SW
running on the ARM, and drive accelerator or peripheral slave devices.

Fig. 6. This figure represents the main SW function of the SADDLE system. Upon
entry, the system initializes relevant HW and IPs. Next, the system processes any
interrupts by checking flags which are set in Interrupt Service Routines (ISR), checks
the main message queue for any pending messages, and updates respective Zybo data,
such as current state, current encrypted data, or current AES key.
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In a baremetal processor, performing a dynamic allocation of memory (such
as that which occurs by using malloc) is not practical, as there is no operat-
ing system from which to request memory, i.e., users must manage their own
memory. In order to solve this problem, the SADDLE message queue uses only
stack-allocated memory, which is allocated at compile time. Furthermore, we
include the spin-lock as a message queue internal, which is abstracted away
from the user. By providing this simple interface, we greatly increase the exten-
sibility of the system by ensuring we not only save resources, but also allow for
additional programmers to integrate and develop within the system rapidly, if
desired.

With the communication framework appropriately in place, the SADDLE
system has a basis for essentially infinite state machine traversal. On this
premise, we implement a “command-based” system state machine for each
respective system node. Based on a given node’s respective type (drone, sen-
sor, or host), which is set at compile time, a respective series of states will be
traversed based on a series of received commands. In this implementation, a
variety of handshakes take place to ensure nodes are appropriately synchronized
and ready to send/receive data, as needed. In the event a message is, for some
unknown reason, not fully sent or not fully received, the state machine period-
ically attempts re-synchronization until the system is able to connect; this will
also persistently attempt to resend after a Bluetooth module’s potential discon-
nect, so the SADDLE system is quite robust. The drone node’s state transition
diagram, as an example, is provided in Fig. 7.

Fig. 7. This figure represents the state machine for the drone node. The left portion
represents the visual state transitions which are possible, including initialization (entry
point), self loops, and single state backwards steps; the transitions and their triggers
are explained verbosely at right.
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3.4 Aerial Subsystem

Our SADDLE is implemented using the lightweight and low-cost DJI F450 ARF
quad-copter drone, which has a maximum takeoff weight of 1.6 kg and a maxi-
mum diagonal span of 0.45 m. The drone is controlled by the mRo Pixhawk 2.4.6.
flight controller, and powered by a 3S Lithium Polymer (LiPo) battery, capable
of 5000 mAh at 11.1 V. While the Zybo SoCs used for sensor and host nodes
are connected to, and powered by, attached PCs through a USB connection, the
drone Zybo SoC instance must be autonomously powered. This is accomplished
using a Poweradd Slim 2 portable USB charger, with 5000 mAh storage, and
capable of sourcing 2.1 A at 5 V. As our bench testing of the drone Zybo instance
showed a maximum current of 450 mA at 5 V, the Poweradd USB charger was
determined to be sufficient to support mission requirements. The remote pilot
communicates with the drone via the DX6i transmitter with AR6210 DSMX
receiver. This employs DSMX wide band modulation with Frequency Hopping
Spread Spectrum (FHSS) at 2.4 GHz.

3.5 System Operation

System operation, and interaction between the drone, sensor, and host nodes, is
shown in Fig. 8. A typical operational scenario begins with all nodes geographi-
cally separated. As the drone (A) approaches a sensor node (B), the two nodes’
BT2 peripherals automatically establish a wireless link. At this point, the two
nodes interact using ECDH to establish a bi-nodal session key KAB unique to
the two nodes. Once established, the sensor encrypts its temperature data using
AES, and transmits encrypted data to the drone. The drone decrypts the data
and places it in volatile storage. As the drone navigates away from the sensor,
the drone-sensor BT2 connection is severed. When the drone approaches the
host (C), a new two-way BT2 wireless link is automatically established. The
drone and host interact using ECDH to generate a session key KAC unique to
these nodes. Next, the drone reencrypts sensor data using AES, and downlinks
encrypted data to the host. Finally, the host decrypts sensor data using KAC .

4 Results

4.1 Hardware Software Codesign of Secure Data Delivery
Subsystem

The HW-SW codesign is assembled using Xilinx Vivado and accompanying SDK.
Utilization statistics are shown in Table 1. The statistics show post-synthesis
results for the ECC point multiplier and AES, and post implementation results
for the completed design, since the cryptographic accelerators cannot be indepen-
dently implemented (without special wrappers) due to high numbers of required
I/O pins. All programmable logic devices run on a single clock frequency fixed
at 50 MHz. In terms of FPGA LUTs, the area of the complete design exceeds
the sum of the cryptographic accelerators by approximately 48%. This overhead
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Fig. 8. Interaction between drone, sensor, and host nodes. Interaction between drone
and sensor, and between drone and host, are explained at upper right, and upper left,
respectively.

includes peripheral devices such as Pmod IPs and AXI interconnects. While fewer
than 50% of total device LUT resources are consumed, our design uses 61% of
slice resources. 61% is acceptable, but approaching an upper limit, since as the
percentage of used slices increases, routing complexity increases exponentially,
leading to long Place & Route (P&R) times.

Major performance statistics are also outlined in Table 1. It is evident that
the public key component used for session key establishment accounts for the
majority of system latency at 3.3 million clock cycles (or 65.6 ms at 50 MHz) per
point multiplication; the secret key encryption or decryption (at least for a small
amount of data) is insignificant. Additionally, two ECC256 point multiplications
per node are required to generate a shared session key, according to ECDH.
Therefore, total session key generation takes at least 131.2 ms.

The ECC256 accelerator, even with the maximum number of installed pro-
cessing elements (PE = 8), is heavily performance-constrained. For example, we
operate our UARTs at a speed of 115,250 bps, whereas the throughput of our
ECC256 is only 3,900 bps. The wireless Bluetooth link itself is capable of up to
3 Mbps. In contrast, the AES accelerator is communications-constrained, since
total block latency of 10 clock cycles is less than the sum of clock cycles required
to write to and read from the accelerator (approximately 16 clock cycles). Since
we have used the maximum number of PEs for the ECC core at [29], future
improvements could include use of a faster (but larger) ECC core, and smaller
(but possibly slower) AES core.

4.2 Implementation of Aerial Subsystem

The F450 ARF quad-copter drone was assembled in accordance with vendor
specifications. The drone instance of the Zybo Z7-10 SoC, together with USB
power supply, were mated to the ventral surface of the drone at center of
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Table 1. Utilization results for post-synthesis (ECC256 and AES accelerators), or
post-implementation (complete design) for the Zybo Z7-10 HW-SW co-designed imple-
mentation in Zynq-7000 programmable logic. RAMB18 and RAMB36 refer to 18 KB
or 36 KB block RAM instances, respectively. Cycles and latency refer to clock cycles
and time, respectively, necessary to complete one block operation of the size indicated
in the “bits” field.

Entity LUT Slices Registers RAMB18 RAMB36 Cycles Latency Bits

ECC256 2715 – 3808 1 0 3,280,175 65.6 ms 256

AES 2314 – 402 0 2 10 200 ns 128

Complete design 7445 2686 7251 1 2 – – –

Available 17600 4400 35200 120 60 – – –

gravity (CG), and secured using packing ties and masking tape. The weight
of individual components, and total weight, are shown in Table 2. The F450
ARF specifications note a take off weight of 800–1,600 g. Thus our actual take
off weight of 1,152 g is within specifications; however, flight performance can be
marginal in these conditions, depending on environmental factors.

Table 2. Weights of individual components in the takeoff configuration of the F450
ARF quad-copter. “Motors” includes 4 total 50 g motors. “Battery” refers to the 3S
LiPo 11.1 V battery used to power the drone, while “USB Battery” refers to the Pow-
eradd Slim 2 USB stick used to power the Zybo.

Item Frame Motors Battery Pixhawk Zybo USB Battery Total

Weight (g) 282 200 376 38 136 120 1,152

4.3 Demonstration

The fully-configured SADDLE was demonstrated in actual flight conditions. The
demonstration occurred in a drone test field, with sensor and host nodes sepa-
rated by 150 m, depicted in Fig. 9. The drone, controlled by a human pilot via
remote control, lifted off at center field (approximately 75 m from either node),
and cruised at a constant altitude of 5 m and velocity of 1 m/s toward its ren-
dezvous with the sensor node. The drone and sensor acquired Bluetooth lock at
10 m, which can be observed by changing of the light pattern on the Pmod BT2
peripheral. The uplink of sensor information, observed via USB UART connec-
tion on the sensor PC, occurred within 10 s. The pilot then directed the drone on
a path towards the host node. The sensor-drone Bluetooth link was observed to
break at a distance of 40 m. Next, the drone-host Bluetooth link was established
at a distance of 10 m. Session key establishment, downlink, and decryption of
temperature data at the remote sensor was observed to occur within 10 s.

Since both the RN42 Bluetooth radios and DSMX receiver/transmitter sys-
tem both use the Industrial, Scientific and Medical (ISM) bandwidth allocation
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between 2.4 and 2.5 GHz, there is the possibility of Radio Frequency Inter-
ference (RFI) between flight control and mission components. However, both
components use spread spectrum modulation to employ Signal-to-Noise Ratio
(SNR) gains (since the ISM band is known to be crowded), and RFI was not
observed. Although there is also the possibility of Electro-Magnetic Interference
(EMI) caused by high-output electric motors, EMI was not observed. Future
research could include establishing conditions at which these phenomena might
be observed, in order to determine accurate RFI and EMI resistance.

4.4 Comparison with Previous Work

There is sparse basis for direct comparison with related works, since design
goals, choice of algorithms, implementation platforms, and evaluation methods
are divergent. In [10], The linear homomorphic encryption (LinHAE) employed
in a F550 DJI Hexarotor drone appears efficient, but is designed to protect only
commands from ground to flight controller, whereas our design ensures secure
transport of data between multiple sensor nodes. Additionally, [11,12] have simi-
lar design goals, namely, secure transfer of sensor information via drone, and their
choice of public and secret key algorithms, Boyko-Peinado-Venkatesan (BPV)
ECDH, and ChaCha20, (respectively) have lower latencies than our ECDH and
AES, if implemented in the same architecture. However, research in [11,12] is
statically benchmarked; it is not evaluated in a realistic flight environment.
Finally, our choice of HW-SW codesign fundamentally differs from [10–12], in
that we employ FPGA accelerators for ECDH and AES processes, while [10–12]
are pure SW implementation inside ARM Cortex miroprocessors, which makes
direct comparison of performance and required resources difficult.

Fig. 9. Schematic of flight demonstration. The drone takes off at event (1), and com-
pletes uplink of secure sensitive data from the sensor node at event (2). The drone
breaks communication link with the sensor at event (3), and is piloted to the host
node. At event (4), the drone establishes communications link with the host node, and
downlinks sensitive data to the host.



SADDLE 221

5 Conclusions and Future Work

Our Secure Aerial Data Delivery with Lightweight Encryption (SADDLE) was
successfully demonstrated and met all test objectives. The HW-SW codesign
facilitated the insertion of public and secret key cryptographic accelerators in a
baremetal, modular, and extensible embedded encryption and decryption system
with a reliable Bluetooth communication infrastructure. Approximately 60% of
slice resources were consumed from available programmable logic resources of
the Digilent Zybo Z7-10 System on Chip (SoC). This enabled successful bi-nodal
session key establishment, using the Elliptic Curve Diffie-Hellman (ECDH) key
exchange protocol, and subsequent encryption and decryption of sensitive data
using Advanced Encryption Standard (AES-128).

Three nodes, drone, sensor, and host, were established using the HW-SW
codesign in the Zybo SoC. The autonomously powered and operated drone-
instance of Zybo SoC was successfully mated to a F450 ARF quad-copter. The
system was successfully demonstrated in a flight test, where notionally sensitive
data was securely uplinked from a sensor node, transported to destination by
the drone node, and downlinked and decrypted by a remote host node.

Future work will include improved design of public and secret key crypto-
graphic accelerators, in order to balance resource and performance requirements
of the two accelerators, i.e., to make the public key accelerator faster (and likely
larger), while making the secret key accelerator smaller. Additionally, researchers
will experiment with more powerful and capable drones, such as the Tarot X8
octo-copter (with up to 7 kg of payload capacity), and integration of higher-
performance secure sensor applications, such as streaming video.

Acknowledgment. This work was funded by 4-VA, a collaborative partnership for
advancing the Commonwealth of Virginia (https://4-va.org) – Spring 2019.
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Abstract. The rapid evolution of technology in our society has brought
great advantages, but at the same time it has increased cybersecurity
threats. At the forefront of these threats is the proliferation of malware
from traditional computing platforms to the rapidly expanding Internet-
of-things. Our research focuses on the development of a malware detection
system that strives for early detection as a means of mitigating the effects
of the malware’s execution. The proposed scheme consists of a dual-stage
detector providing malware detection for compromised devices in order to
mitigate the devices malicious behavior. Furthermore, the framework ana-
lyzes task structure features as well as the system calls and memory access
patterns made by a process to determine its validity and integrity. The
proposed scheme uses all three approaches applying an ensemble tech-
nique to detect malware. In our work we evaluate these three malware
detection strategies to determine their effectiveness and performance.

Keywords: Task structure · System calls · Memory access patterns ·
Dual-stage classification

1 Introduction

Malware is often attributed as the cause for loss of data, data integrity, and
financial damage for a company or institution. Due to the nature of malware
and their individual uniqueness, the determination of a compromise or infection
can be daunting and difficult as well as challenging to determine exactly how
much damage will transpire because of it. There have been many advances in
the industry including the rise of the prominent internet-of-things (IoT). IoT
includes sensors, actuators, vehicles, home appliances and just about any device
that are embedded with electronics in order to interconnect and exchange data.
The increasing popularity of these devices makes them inevitable targets for
malicious corruption.

With the emergence and rising popularity of IoT and ubiquitous embedded
systems it is increasingly common for them to be infected. Many IoT devices are
intended to be deployed to serve their function with little to no maintenance and
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overhead required. Once deployed, many of these devices do not have enough
battery or processing power to perform complex operations much less use stan-
dard signature or heuristic methods to detect whether or not they have been
infected and compromised as it is too inefficient and costly to monitor at the
device.

We propose a framework which uses an embedded low overhead agent in
each device to extract key feature data as the device is executing its tasks. This
approach allows our machine learning algorithms to make a determination as to
whether a device has been maliciously compromised by using behavioral analysis
on extracted features.

The embedded agents connect to our remote framework in order to transfer
the harvested information and our models analyze this information to determine
the stability and integrity of each device. The analysis is done remotely and
is specific to each device so it is persistent and is dynamic enough that we
can detect various types of malware as they are executing even if the malware
has attempted to delay its execution [16]. These IoT devices typically maintain
an operating system, such as Android, and our system augments the OS with
an agent that collects execution features of running tasks in order to transmit
them for analysis. Other operating systems include Windows, Mac, and specific
agents per operating system would have to be generated. These agents have an
inherent impact delay in application execution as once the agent runs and at a
specific rate, it will impact the native application on the device. This process is
conducted on an ongoing basis, with the frequency and amount of information
transmitted dependent on situational conditions. Once the malicious activity is
detected the device can be halted or the task suspended from functioning within
the network in order to prevent further execution and the possible spread of the
malware. Furthermore, our framework is intended to work with as little overhead
and interruption on the end devices.

Novel research into new ways of detecting malicious activity is needed and it
is needed for a wide range of devices and device types. Researchers have looked
into the use of machine learning models in order to create anomaly detectors
and malware classifiers [3]. Specifically the use of feature extraction, system
call extraction, and the observance of memory access patterns in order to train
models that use algorithms such as Support Vector Machines, Random Forests,
Logistic Regression, and Naive Bayes.

From a Forensics standpoint, infected devices pose a myriad of difficulties.
Devices can have their data altered, erased, or hidden [19]. Forensics investigators
must now also account for the rise of the prominent internet-of-things (IoT) such
as smart fridges and smart home air conditioning (AC) units.

To combat malware in both home and enterprise environments, we will
attempt to use machine learning via anomaly detection and decision tree classi-
fier algorithms to determine if a process is benign or malicious. The frameworks
models are constructed and maintained from extracted task structure features,
system calls, and memory access patterns harvested from benign and malicious
processes as they are executing to provide an understanding of typical executions.
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The framework will analyze this information to determine the stability and
integrity of each device. Once malicious activity is detected the device can be
halted or the task suspended from functioning in order to prevent further exe-
cution and the possible spread of the malware. Furthermore, our framework is
intended to work with as little overhead and interruption on the end devices.

2 Methodology

Our framework functions by analyzing extracted features using a sliding win-
dow approach for maximized accuracy. The values of our chosen task structure
features, system calls, and memory access patterns are harvested, combined into
individual vectors for the current sliding window, and then individually analyzed
by our framework. While a malware may obfuscate what system calls it makes,
it may not also attempt to cloud what memory access patterns occur or forge its
task structure feature values. Using statistical probably built on the results of
all three individual models, our framework can accurately determine a processes
nature with high true positive rates and low false positives. This ensemble app-
roach offers the maximum coverage of a system and its processes and increases
the likelihood of our framework detecting malicious activity.

Our framework uses machine learning to analyze extracted features for the
real time detection of malware in deployed devices. We have seen the success of
task structure based feature extraction within a Windows [20] and Linux envi-
ronment [19]. It has been shown that cloud-based services can provide security to
mobile phone devices with limited resources [8] and that behavioral based mal-
ware detection systems can be used to detect anomalous activity [21]. Hybrid
approaches for anomaly detection with Hidden Markov Models and naive Bayes
models have also been explored and shown to be successful [1,8,16,22].

Our approach differs from other tested approaches as we intend our frame-
work to use an ensemble of features, analyzed via a sliding window in order to be
an accurate and dynamic approach, focused on deployed devices. By extracting
features from a processes task structure and by observing the system calls [9,15]
and the memory access pattern [6] made, our framework can analyze a devices
behavior for anomalies. By observing all three features of a process, our frame-
work offers dynamic detection of malware. Through the use of sliding windows
of vectors created from these extracted features, we have increased accuracy for
our models. Furthermore, if an anomaly is detected then a more in-depth analy-
sis occurs. Thus far we have performed these extractions on Linux Kernel 4.10,
Windows, and intend to further test on Android and various IoT devices. The
selection of the Linux operating system as our target is based on the widespread
use of Linux dialects for many IoT devices.

Ubiquitous embedded systems or as they’re more commonly known, IoT
devices, are devices with the ability to transfer data over a network without
requiring human-to-human or human-to-computer interaction. They have sen-
sors and tend to collect data or act on received information. Such devices are
perfect targets for malicious activity. Due to the nature of our framework, a
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potential application of the basic technology works well for deployed IoT devices.
Most IoT devices run command-line interface (CLI) applications and therefore
this study aims to build a malware detector for these types of application, as
GUI based applications that exist for user interactions are not the norm for
IoT devices. IoT devices will also have a minimal number of applications, if not
only one. We can focus on verifying one application or a minimal number of
applications in an IoT device being monitored. Furthermore, as we know what
application(s) are running on an IoT device type, we can develop the anomaly
detection models and use them to detect an attack (prior to the device being
deployed) since we know the processes running on that specific IoT device.

Through the frameworks use of drivers, the feature data is first observed and
extracted. Then the extracted data is formatted for the model and the classifier
performs its classification.

2.1 Task Structure Feature Extraction

For the purposes of malware detection with machine learning via feature extrac-
tion, a feature is a system property which should deviate greatly when observed
from a benign process versus a malicious process. Each process is manifested
in the OS through a data structure called task structure that maintains on an
ongoing bases all information associated with the process, like open files, net-
work activity, memory region, time spent in user and kernel space and many
more. All of the information that is required to move a process from a running
state to a waiting state and at a later time to the running state without affect-
ing the process execution. By observing and cataloging the values of these task
structure features, we can map the normal operating procedure the system has
and observe any deviations as possibly malicious. The research performed in [17]
determined 11 out of 118 feature which can discriminate between a benign and
malicious process with high accuracy. Within a Linux operating system, a fea-
ture logger was used which periodically dumped 118 fields of task structure data
every millisecond for 15 s. The results of the experiments performed show that a
classification decision can be made within the first 100 instances as the process’s
execution enters a steady state afterwards. The classification power of using task
structures for malware analysis is shown as the results were 93% accuracy with
minimal overhead, from 50 to 70µs after every millisecond [17].

For our framework, we opted to extract the eleven identified features every
millisecond over the course of fifteen seconds. The eleven features selected showed
the most discrepancy between benign and malicious activity out of the identi-
fied 118 features. Extractions at a rate less than one millisecond didn’t contain
enough discrepancy when compared to extractions performed at a rate of one
millisecond but caused more overhead due to more extractions over the given 15 s
window. Extractions at a rate over one millisecond began to lose their discrep-
ancy and thus resulted in less accuracy. Furthermore, we compared the extracted
features of command line interface applications against graphical user interface
applications. Due to the event based nature of graphical user interface appli-
cations, the models lost accuracy when they were trained on mostly command
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line interface applications and vice versa. To ensure consistent accuracy, a broad
spectrum of applications must be used to train the models.

Of the extracted features, one to note is map count which is an integer value
depicting the number of memory regions. Figure 1 clearly denoted the disparity
between the map count value of a benign and malicious program execution. The
feature hiwater rss is the high-water of resident set size usage which is used to
show how much memory is allocated to that process and is in random access
memory. The utime feature depicts how much time a process spends in user
space where as the stime feature represents how much time a process spends
in kernel space. Each feature in a processes task structure has a purpose and
value which can denote its maliciousness. In order to achieve our observations
depicted in Fig. 1, we observed the task structure of various benign processes and
various malicious processes and harvested all eleven features. For each benign
and malicious process, we graphed the average map count value at each interval
of extraction resulting in Fig. 1; denoting that the map count value for a benign
process deviates from the standard map count value for a malicious process.
It is worth noting that our other ten extracted features behaved similarly and
support the research performed in [17].

Fig. 1. Time series statistics of the map count task structure feature of a Benign vs.
Malicious process

We determined 11 out of 118 task structure feature which can discriminate
between a benign and malicious process with high accuracy [17]. The features
we have identified are extracted using a device driver or through introspection
[17,19] and used to train and test our model. These features are then used to
audit the running system and perform monitoring on system performance [26].
Table 1 depicts twelve possible features that can be extracted of the identified
118 in [17]. Utime for instance is the amount of time that a process spends in
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userspace. Conversely, stime is the amount of time a process spend in kernelspace.
Map count is an integer value depicting the number of memory regions used by
the process. Each feature serves a specific purpose within the task structure of
a process and the features value can denote whether that process is benign or
malicious. The observations of such features offers a basis for the behavioral
analysis of a deployed device.

Table 1. Twelve possible task structure features as identified by [17]

exec vm fscount hiwater rss hiwater vm

map count min flt nlvcsm nr ptes

nvcsm stime total vm utime

In [26], a Feature Extraction and Selection Tool (FEST) was developed which
used a feature-based machine learning approach for malware detection and tested
on Android platforms. The researchers developed a means to look at the per-
missions, API actions, IP, and URLs within an android apk and using statistical
analysis, collect the features they wish to use. The data-set contained 7972 apps
with 50% being malware and the rest being benign. From their research, they
discovered that the performance of the Naive Bayes (NB) algorithm is the worst
of all algorithms because of its strictly independence limitation and continued
further testing with the K-Nearest Neighbor (KNN) and the Support Vector
Machines (SVM) algorithms which displayed increased accuracy.

Researchers have also compared the performance of Naive Bayes (NB), Ran-
dom Forests (RF), and Support Vector Machines(SVM) and determined that
the Random Forest algorithm had better classification of malware [12]. This was
tested with 10-fold cross validation over a sample set of 25 benign and 84 mali-
cious samples. The detection rate for their approach was calculated using five
metrics, True Positive Rate (TPR), False Positive Rate (FPR), Precision, Recall,
and Accuracy. For static analysis, the Random Forest classifiers had an accuracy
of 69.72% and was closely followed by Naive Bayes classifiers with an accuracy of
68.23%. With dynamic analysis, the Random Forest classifiers provided 63.3%
accuracy and while the closest other classifier was the Support Vector Machines
(SVM) with 60.55% accuracy. Overall, SVM was showed to have a better accu-
racy than Naive Bayes and Random Forest had the most accuracy among all the
classifiers tested.

Evasion of feature extraction based detection might seem possible, however
can be quite difficult. Author in [17] found that the accuracy of their model is
unacceptable once eight features are forged, however each parameter depends on
a particular configuration of the system - cache, RAM, paging, etc. The values
can change from one host to another so a malicious actor must first estimate
the values for a particular system and to do so would require the execution of
a malware which hooks into sample fields for benign processes. In Linux, this is
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only allowed to super user processes and as such, a malicious process would be
unable to easily evade a feature extraction based malware analysis.

2.2 System Call Extraction

Instead of using feature extraction for task structure, researchers have focused
on analyzing system calls as an alternative. System calls allow user level appli-
cations to interact with the kernel and benign processes interact with the kernel
differently than malicious ones. By observing the system calls a process makes,
we can determine if it is operating within normal functionality or if it acting in
a malicious manner. Such research as in [5] compares the accuracy of n-gram
analysis to that of bag-of-n-grams as well as ordered and unordered 2-g repre-
sentations of the system call trace.

The conclusion of the [5] showed that the best extraction techniques used
a minimum system call trace length of 1,000 ordered 3-g chosen using recur-
sive feature elimination (RFE). Recursive feature elimination (RFE) is a feature
selection method that fits a model and removes the weakest features until the
specified number of features are reached. The algorithms with the highest accu-
racy were Logistic Regression (LR) and Support Vector Machine (SVM) which
outperformed signature-based detectors. For classification, the Random Forest
(RF), K-Nearest Neighbor (KNN), and Logistic Regression (LR) algorithms pro-
vided the highest accuracy, outperforming Naive Bayes (NB) and Nearest Cen-
troid Classifier (NCC).

Along side task structure features, we observe the system calls executed by
a process. System call extraction has been explored on various platforms such
as Hadoop [14], QEMU [2], Android [13,22], and within Linux using a Load-
able Kernel Module (LKM) [18] to protect against kernel level rootkits [7]. Our
framework uses a form of introspection, similar to the extraction of task structure
features, in order to extract the system calls made by a process. After testing, we
have opted to format our extracted system calls into 3-g chunks instead of using
an approach like bag-o-words for a higher accuracy within our sliding window
[4,5,10].

The program we use to collect system calls is strace which is a diagnostic and
debugging utility for Linux. It is used to monitor and tamper with interactions
between processes and the Linux kernel. The strace output is a list of system
calls made by a running process for a given duration. Each line in the trace
contains the system call name, followed by its arguments in parentheses and
its return value. For example “open(“/dev/null”, O RDONLY) = 3” is one of
the outputs of the open system call when I ran the command “cat/dev/null”.
For our purposes, we need the system call made and not the parameters or the
return value. This is list of calls is then formatted into 3-g.

These overlapping system calls provide a depiction of the systems running
state and by observing them in order, we can determine behavioral patterns.

Within [4], more exploration was done including Naive Bayes, SVMs, decision
trees, and neural networks. System calls extracted and compiled into 3-g with
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a trace length of 1500 calls and compared against a LR, RF, and SVM classi-
fier. According to the results, the worst performing classifiers were Naive Bayes
and nearest centroid conversely nearest neighbor and random forest classifiers
providing nearly identical performance. The LR classifier performed similarly
to the nearest neighbor and the random forest classifier, however the LR per-
formance degraded significantly when the feature reduction techniques singular
value decomposition (SVD) and linear discriminant analysis (LDA) were used.
Classifier accuracy was shown to improve when n was increased, in particular
there was a large increase in performance when moving from 1-g to 2-g indicating
that the frequency information about system calls alone is insufficient for clas-
sification. At a trace length of 1500, the average execution time of the studied
processes was 205 ms. This result indicates that high classification accuracy was
achievable during the initial execution of the malware samples. As noted by the
author, for a production deployment of a classification system, the LR classifier
is preferred to the random forest and nearest neighbor.

Research into system calls is an ever expanding niche. Author in [5] tested
bag-of-2-g representations of system call traces with the use of sliding windows.
The ordered 2-g representation considers the local ordering of the calls within
the sliding window, whereas the unordered 2-g representation ignores the local
ordering. For n size 2, 3, and 4 the LR and SVM detectors offered significantly
improved detection performance while LR and SVM detectors peaked around
1000 system calls for n sizes of three and four indicating that the studied malware
sampled were detected during the early stages of their execution. The research
further shows the results of testing a LR detector trained with 10-fold cross
validation and n-gram sizes of three, containing 3,500 ordered system calls.

Malware analysis on Windows and Linux has been explored however in [14]
the Hadoop platform was tested. Using a system calls analysis method with
MapReduce, the Hadoop platform is used to analyze the system calls on a server
rather than on the clients side. The author also proposes a more universal and
persistent model to correlate system calls among modules. Some limitations with
this research is if a persistent malware’s behavior is completed without the use of
system calls then the approach fails to detect the malware. Another limitation
is that the cost of data transmission required to have the server analyze the
collected system calls has not been measured. The research demonstrated the
ability to improve upon previous research which resulted in a 28% increase in
detection rate.

Within [2], we see the use of QEMU-emulated sandbox’s virtual hard drive
where the program Procmon was responsible for collecting system call informa-
tion for all processes. Once collected, the system calls were analyzed and com-
pared two at a time in a sliding window format. Specifically, the research used
Jaccard distance due to good results and clear semantics. However, some limi-
tations encountered was with the restrictions of a virtualized sandbox. Because
some of the malware samples were unable to connect to the internet, some of
their behavior may have gone unseen and at times malware may even terminate
early resulting in insufficient traces which could lead to poorer results.
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In [18], the researchers develop a lightweight monitoring infrastructure which
extracts runtime information from the Linux kernel for the purpose of enhancing
system reliability. The loadable kernel module titled KOMI observes the guest OS
and intercepts system calls’ to collect information from the kernel and suggests
strategies to audit and protect the kernel with minimal CPU overhead. The
researchers found the monitoring service easy to customize with minimal penalty
to performance allowing for easy integration into existing embedded systems.

In [25], a Loadable Kernel Module (LKM) is proposed as part of a secure
auditing system in which system calls are intercepted in order to suggest strate-
gies to audit and protect the kernel. Within [7], a system is proposed with the
intention of protecting the OS kernel from rootkits which hide their respective
running processes and threads. This is done by generating signatures for the
kernel’s data structure and building a profile using this observed data. Twenty
applications were tested and 221 fields were observed, 32 of which were never
accessed during the execution of the profiled applications. The research encour-
ages a systematic way of determining which features should be used when deter-
mining a data structure for research which extends to machine learning based
applications.

With the expansion of embedded systems, smartphones are at risk as well.
In [13], dynamic analysis was performed on an android device using system
call extraction. System calls for twenty normal applications and forty mali-
cious applications were recorded for thirty seconds and then sixty seconds while
the total amount of times in which the system calls were made was observed
and recorded. For example, the epoll wait operation was called 2613 times by a
benign application conversely to 4703 times from a malicious application. Sim-
ilarly, clock gettime was called 3796 times by a benign application and 17,251
times by a malicious one. Of note, malicious applications also request high-
level permission from users in order to compromise the system by exploiting
the granted permission. The research shows that observed system calls made by
malicious applications can be used to create a signature to detect malware and
although this research does not include machine learning components, it proved
that the analyzing of system calls can aid in determining whether a system has
been exploited.

In a similar research, [22], a Hidden Markov Model was used with system
call extraction and key press patterns in order to attempt malware detection on
a smartphone; which showed promise.

2.3 Memory Access Pattern

While feature and system call extractions have been shown to accurately detect
whether a process is benign or malicious, other researchers have begun to explore
the same functionality using memory access patterns. Memory access patterns
are the patterns in which a system reads and writes data to secondary storage and
random access memory. Our framework focuses specifically on virtual memory
access rather than physical memory access. By observing what virtual memory
access is done by a process and analyzing what portions of virtual memory are
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interacted with, we can determine if a process has been tampered with. The
collected data is compiled, similar to the 3-g approach of our system calls, and
then passed to our first stage detector.

An epoch is the date and time relative to which a computer’s clock and times-
tamp values are determined. Virtual memory is divided into memory regions
based on the systems epoch which are used to build the systems memory model
according to the type and frequency of access within these memory regions. Oper-
ating systems use pages which are the smallest fixed-length contiguous blocks of
virtual memory possible. These pages are allocated together into a page frame
which is the smallest fixed-length block of physical memory to which the pages
are mapped to [23].

In this case, memory addresses are observed for changes that deviate from
the norm in order to classify the process invoking the memory access. In [23],
a novel framework is developed which includes techniques for collecting and
summarizing memory access patterns. The framework also functions on a two-
level classification architecture and observes kernel rootkits vs user-level malware
and contains epoch-based monitoring. Thus far, ten rootkits have been observed
using QEMU with the machine learning algorithms having been trained on four
of those rootkits and asked to detect six rootkits it has never seen before. The two
algorithms tested were Random Forest and Logistic Regression and both showed
great accuracy and demonstrated the framework could detect new malware.

For our purposes, we use a program called Perf to observe memory access.
The output contains references such as “LFB hit” or “L1 or L2 hit” or “Local
RAM hit”. These “hits” are memory access events that occur for both read
and write events. Observing their order and occurrence gives us a standard for
normal behavior when observing benign processes. We also observe whether these
memory access patterns occur in userspace vs. kernel space. Each type of “hit”
is given a correlating numerical value (“LFB hit” = 1, “L1 or L2 hit” = 2, etc)
and this formatted output is used to train our models. Because of the limited
number of occurrence types that exist (“LFB hit”, “L1 or L2 hit”, etc.), it is
viable to observe these for behavioral analysis.

2.4 Data Extraction Process

For task structure feature extraction, we used a loadable kernel module which
hooked into the kernel and intercepted task structure features when a process
was executing. These features were stored in a buffer as the process was observed
in its running state and then the buffer was saved to a file. The resulting feature
values were stored as a comma-delimited file and compiled together to train our
task structure models. Because each process that is observed creates it’s own
output file, there is a resulting abundance of data files. As part of our framework
we also developed a program to compile all the extracted task structure feature
files into one file which could be used to train our machine learning models.

In order to extract the system calls performed by a process we used a program
called strace. Strace is a diagnostic and debugging userspace utility for Linux
which is used to monitor and tamper with interactions between processes and
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the kernel via system calls. Strace is a intercepts and records the system calls
made by a process and the signals which are received as a result. The name
of the system call, its arguments, and its return value are all printed to data
files. The extracted system calls must be parsed and our framework does this by
iterating through each line in the data files and extracting each call.

The memory access patterns of the benign cli application and malicious exe-
cutable are obtained using an application called Perf. This tool is a performance
analyzing utility within Linux which provides a number of sub-commands that
allow statistical profiling of the entire system. The commands used in conjunc-
tion with this tool recorded both read and write memory access events and
outputted them to text files for further processing/formatting. These memory
accesses were captured with their parameters and were outputted one per line.
Table 2 depicts three lines of extracted memory access patterns though we have
only included seven of the thirteen available data columns that are outputted by
Perf. The symbol column describes if the memory hit is occurring in userspace as
depicted by “[.]” or in kernelspace as depicted by “[k]”. The object column can
inform us if a memory access event is occurring in the heap or the stack. The last
column, “TLB access” describes the unique hits that occur to the translation
lookaside buffer (TLB) which is a memory cache that is used to reduce the time
taken to access a memory location.

Table 2. Example extracted memory access patterns for a benign application

Access
type

Overhead Samples Local
weight

Memory access Symbol Object TLB access

Read 1.41% 1 2516 LFB hit [.] anon L1 or L2 hit

Read 1.37% 1 2444 LFB hit [.] [heap] L2 or L3 hit

Write 0.53% 1
940

Local RAM hit [k] [kernel.kallsyms] L1 or L2 hit

Our framework formats and compiles all the memory accesses into readable
data for our model. The formatter within our framework iterates through each
line of the file created from the extraction phase and first adds necessary spacing
in order to distinguish between features/columns. It then formats each column
in the file by representing each possible value for each parameter by a number
ranging from 1 to n, with n being the total number of possible values that
parameter can take. Once each value has been replaced with a corresponding
number, the script continues to iterate through the remaining lines in the file
and performs the same actions on the data. The formatted file is then input
to the machine learning models to make predictions as to whether or not a
specified process is malicious. It operates by creating numerous decision trees
during training.
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2.5 Ensemble Comparison

Our framework uses feature extraction of task structure properties, system calls,
and memory access patterns in order to facilitate a multi-pronged approach to
malware detection and analysis. The task structure of a process describes the
shared resources used such as an address space or open files. The kernel stores
the list of processes in a linked list and each process contains a task structure
which contains all the information about that specific process. System calls are
the fundamental interface between an application and the Linux kernel and are
invoked to perform an action. Some common system calls are read, write, and
open. A memory access pattern is the pattern with which a system or program
reads and writes memory to secondary storage.

We have identified various features within a Linux environment whose values
deviate sufficiently over time when they are benign or malicious. These features
consist of the smallest subset possible to provide detection of malware [5,17,23].
These features were selected after much testing and observation to determine
their deviance in value when they were benign or malicious. Thus far we have
performed these extractions on Linux Kernel 4.10, and intend to further test on
Windows, Android, and various IoT devices. The selection of the Linux operating
system as our target is based on the widespread use of Linux dialects for many
IoT devices.

Our task structure, system call, and memory access features are harvested
individually and across different system times. A vector is a collection of
extracted features of a given feature type (task structure, system calls, mem-
ory access). Each vector has a given formatting requirement given which feature
type it belongs to. For instance, task structure and memory access vectors are a
collection of extracted features {F1,F2, . . . ,Fn} while system calls are 3-g repre-
sentations of extracted system call features {Call1,Call2,Call3}. These vectors
are independent of each other and there is a respective support vector machine,
random forest, and logistic regression model for each feature type as they can-
not be classified with a shared model. When sufficient vectors of a given feature
type are collected, the vectors are passed to our models for analysis, regardless
of the status of other feature type vectors. This results in independent collec-
tion time and data sampling for each feature type. If all feature types return a
benign classification for their respective vectors then a device is considered to
be benign. If any of the vectors are classified as malicious, then the device is
exhibiting suspicious behavior. It is worth noting that a malware may attempt
to spoof one of its feature types such as its task structure but may not attempt
to spoof all three feature types at the same time resulting in a more resilient IoT
device.

2.6 Dual-Stage Classification

Dual-level classification architectures have been shown to be successful in classi-
fying malware [23,24]. Besides classifying many aspects of a process, our frame-
work uses a dual-stage approach. Our first stage is an anomaly detector which
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has been trained solely on benign data and is highly sensitive. Our second stage
occurs if the sliding window is found to be anomalous after being analyzed by
our anomaly detector (first stage). It is passed to our classifier which has been
trained on both benign and malicious data. This classifier attempts a more in-
depth analysis to further assess the window as benign or malicious and makes
a decision. Our first stage can mark a task as suspicious, limiting its execution,
while the second stage will perform a more in-depth analysis to fully deter-
mine the intent of the task. Our framework contains a one-class support vector
machine, a random forest, and a logistic regression model for each of our feature
types (task structure, system calls, and memory access patterns) which analyze
independently of each other. A vector is first passed to the one-class support
vector machine and if the vector is determined not to be benign, the vector is
passed to both of our random forest and logistic regression models for compar-
ison. The one-class support vector machine is trained solely on benign datasets
and the random forest and logistic regression models are trained on the same
dataset containing both benign and malicious samples.

Once a stage-one alert is identified the agent will be notified to extract more
data and to monitor more features in an effort to pass the additional information
to stage-two before final determination is taken. A Quasi-malware state is a state
in which a device has limited performance and network impact while it in an
intermediate evaluation state. The agent on the deployed device can be informed
after a stage-one alert in order to restrict or modify various aspects of the device
(Quasi-malware state) prior to the stage-two determination in order to prevent
further malicious behavior or the propagation of malware. If stage-two finds no
malware the agent is informed to return to normal operations. Throughout the
process a visual representation of the networked devices is maintained denoting
the health of these devices. A key feature of our dual stage approach is its ability
to be diverse enough to accommodate the varying degrees of configuration of
deployed devices. This diverse nature enables our first stage to function with a
different sliding window size and threshold than our second stage. The first stage
can be configured to analyze a sliding window and threshold that has been shown
to be overly sensitive while our second stage can be configured for accuracy.

3 Results and Discussion

Due to our ensemble approach, our framework relies on various machine learning
models, specifically one-class support vector machine, random forest, and logistic
regression. The one-class support vector machine is our anomaly detector and as
such was trained solely on benign data. Our random forest and logistic regression
models are our classifiers trained using 10-fold cross-validation and were trained
on the same set of benign and malicious processes.

For task structure features, the random forest model had a model result mean
of 99.98% and an accuracy of 100%. The task structure logistic regression model
had a model result mean of 65.98% and an accuracy of 65.35%.
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For system calls, the random forest had a result mean of 99.40% and an
accuracy of 99.42% while the logistic regression had a result mean of 98.82%
and an accuracy of 98.92%.

For memory access pattern analysis, the random forest model displayed a
result mean of 87.64% and an accuracy of 89.14%. The logistic regression model
for the memory access pattern approach displayed a result mean off 87.67% and
an accuracy of 89.26%.

When classifying a process as a whole, on average across all three tech-
niques, our one-class support vector machine had an accuracy of 86% served as
our anomaly detector. Due to our dual-stage approach, the remaining 14% of
unknown or malicious occurrences were passed to our random forest and logistic
regression models for further classification at which point either model came to
its own respective classification for the tested data. In total, our random forest
and logistic regression models showed overall more accuracy than our one-class
support vector machine model however required more time to classify the data.
By using our anomaly detector as a first stage, we reserved in-depth classification
and overhead to only the processes that truly required it.

Table 3 lists some benign and malicious processes which were used for the
testing of our models. We attempted to use processes which produced a mini-
mum of 1000 task structure vectors, 100 system call vectors, 100 memory access
vectors. On average we have 500 task structure vectors, 500 system call vectors,
and 200 memory access vectors per process.

Table 3. Example benign and malwares that were used to the accuracy of our frame-
work

Tested benign Tested malwares

Ack-grep, grep, bmon, cat, cbm,
ethstatus, htop, ls, top, htop,
wget, fzf, fortune, bc, task

Backdoor c, dofloo,
linux.worm.lupper, sotdas,
kaiten

Due to our ensemble approach, our framework relies on various machine
learning models, specifically one-class support vector machine, random forest,
and logistic regression per feature type. Using the same malware and benign
processes, Table 4 compares the accuracy of each of our individual model using
the same dataset in order to demonstrate how our selected machine learning
algorithms perform. These results are the averages of each feature type (task
structure, system calls, and memory access) for each respective model.

We took our benigns and malwares and observed the average accuracy of
each feature type for each given model. We further recorded the average speed it
took to make a determination. The short time to determination we observed with
the one-class support vector machine supports our use of that machine learning
model as a first stage classifier as the first stage is required to be a rapid and
robust anomaly detector. The increased accuracy of the random forest supports
our use of it as a in-depth classifier.
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Table 4. Comparison of the accuracy of our models for each of our extracted feature
types

Task structure
accuracy

System call
accuracy

Memory access
accuracy

One-class SVM 84% 93% 83%

Random forest 98% 99% 89%

Logistic regression 65% 98% 89%

To improve upon our frameworks accuracy and robustness, rather than clas-
sifying a process as a whole, we implemented the use of sliding windows. These
sliding windows consist of chunks of our extracted features of a process and are
passed in similar fashion to our one-class support vector machine and anoma-
lies are then passed to our two classification models. By classifying a process in
chunks rather than as a whole, we were able to make earlier determinations as
to whether a process was benign or malicious. Furthermore, delayed execution
of malicious activity eventually fell into a sliding window as we iterated through
the extracted features and registered as anomalous, increasing our chances of
detecting malicious activity. The use of sliding windows also allows us to con-
tinuously monitor an executing application and classify smaller chunks of data
rather than a process as a whole which results in less computation.

Each sliding window can also have a threshold with which judgment is made
upon the window as a whole. For instance, a sliding window of ten records can
be said to have a threshold of 80% if eight evaluated records are determined
to be benign and thus the whole window determined to be benign. We tested
varying window sizes while testing each with a threshold of percent benign to
percent malware within each window. The sliding window sizes tested were 5, 10,
20, 5, and 100. The thresholds tested were 90, 80, 70, and 60. This means that
if the percent of benign vectors within the sliding window was determined to
exceed the threshold then that whole sliding window is now classified as benign
due to the prevailing percentage. An excerpt of this is shown in Fig. 2 which
depicts the varying accuracy depending on threshold for sliding window sizes 5,
10, 20, 50, and 100. In other words, different sliding windows are more accurate
with certain thresholds. The results depicted in Fig. 2 are the averages from all
three of our feature types (task structure, system calls, and memory access)
using the same benign and malicious processes in Table 3 in order to test the
overall accuracy of various sliding window sizes and thresholds. We tested our
benigns and malwares using a sliding window of five with the various thresholds
and averaged the results of our models. We repeated our tests over the same
dataset but with different thresholds and window sizes in order for the dataset
to remain our constant. Figure 2 demonstrates that the accuracy of a sliding
window is affected by the threshold selected for that sliding window and that
each sliding window must be carefully analyzed to determine its best accuracy
setting.
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Fig. 2. Threshold comparison for varying sliding window sizes

Each of our individual models proved to be accurate in classifying a malicious
process. Although our framework requires more training and testing, using prob-
abilistic analysis, all three techniques are accounted for and a final determination
can be achieved. Coupled with the use of sliding windows and a dual-stage app-
roach for further accuracy, our framework shows great promise in determining
when a device is compromised. Table 5 depicts the average accuracy of all three
of our approaches for a given set of benign and malicious processes. Of note, the
malware sotdas was determined to be unknown by all three of our models and
for the security and integrity of our device, if a process if unknown or anomalous
it is assumed to be malicious.

Table 5. Average accuracy of our models over our three feature types for two benign
and three malicious processes

Class Ensemble

OC-SVM

Ensemble

random

forest

Ensemble logistic regression Average detection

bmon Benign 97.58%

benign

96.72%

benign

96.39% benign Benign

ethstatus Benign 98.42%

benign

97.68%

benign

96.33% benign Benign

kaiten Malware 89.85%

unknown

93.94%

malware

92.12% malware Malware

linux.worm.lupper Malware 87.37%

unknown

91.94%

malware

88.01% malware Malware

sotdas Malware 98.96%

unknown

86.41%

malware

85.73% malware Malware
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IoT devices tend to run a single CLI application on a dialect of Linux and as
such, our focus was on CLI applications. However, we further tested our models
against various popular graphical user interface applications within a our x86
Linux system such as Chrome a web browser, VLC an audio player, Gimp a photo
editor, and Skype a communications platform to ensure our models were accurate
when introduced to new applications. Our models exceeded our expectations and
accurately identified each of these as benign. However, a model trained purely
on command line interface (CLI) applications will have a more difficult time
classifying a benign graphical user interface (GUI) application as benign due to
the difference in behavior between a CLI and GUI application. For instance, GUI
applications are event driven whereas a CLI application usually performs their
function once executed. This inherent difference in behavior results in models
requiring more training depending on their intended target application type, CLI
or GUI.

Past research has shown that the individual use of task structure, system
calls, and memory access patterns are viable and effective approaches to the
detection of malicious activity [5,17,23]. Each individual approach has its ben-
efits and merits, however we explore the possible synergy of these approaches
to augment their benefits and increase the work required by a malicious actor
to circumvent each technique. Furthermore, we present this ensemble approach
as a dual-stage classification framework which uses a highly sensitive first stage
and a more in-depth analytical secondary stage.

A promising factor of our approach is that it is dynamic enough to allow for
different window sizes and thresholds per deployed device for further usability
in distributed networks that run varying device models. In other words, device
types will have their own dual-machine learning system, customized to their
respective window size and threshold value.

To further improve our framework, we propose exploring other available
task structure features and system calls which can be used to train our model.
Android based devices should also be tested [22] as well as windows based oper-
ating systems [20] and a complete cloud based solution for intrusion and com-
promise detection [11].

4 Conclusion

Malware is proving to be more dangerous than ever before and with the ubiq-
uity of deployed IoT devices it is increasingly difficult to determine which devices
have been maliciously compromised. We propose a framework which uses a dual
stage behavioral analysis approach with increased accuracy of detection by com-
bining the observance of task structure features, system calls, and memory access
patterns into an ensemble approach. Coupled with a dual-stage anomaly detec-
tor and classifier, our framework offers high accuracy and malware detection
to determine the integrity of an IoT device. These approaches show success on
a variety of devices such as Windows, Linux, and Android. Various algorithms
such as Support Vector Machines, Random Forest, and Logistic Regression have
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been tested with varying yet promising accuracy when compared to Naive Bayes
and Nearest Centroid algorithms.

Furthermore, these machine learning based malware detectors have been
shown to require more work by a malicious actor in order to circumvent their
detection. Our model showed great accuracy with limited training data. This
approach allows a device to contain an embedded agent and extract key process
data as the device executes its tasks. Furthermore, the data could be transmitted
as a collected vector to a cloud framework for processing.

Within a multi-stage framework, the first, sensitive, anomaly detection stage
flags malicious executions and passes them to a secondary stage for a more
in-depth analysis and classification. Once the malicious activity is detected a
device can be halted or the task suspended from functioning within the network
in order to prevent further execution. Furthermore, once refined, this approach
may work with little overhead and interruption on the end device. This near
real-time detection would detect various kinds of malware and could stop them
before they complete their execution even when a malware attempts to delay its
execution to obfuscate itself.

Our approach shows promise as it can be combined with other approaches for
more accuracy and a higher detection rate while also maintaining low battery
and CPU costs. It is our hope that as the rapid evolution of technology in
our sociality increases so does our defensive and countermeasure capabilities.
Malware is attributed as the cause of massive data and integrity loss. Due to the
dynamic and aggressive nature of Malware we require dynamic, vigorous, and
progressive approaches to defend against such attacks.
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Abstract. The purpose of this paper is to highlight how can Elasticsearch be used
to enhance the security of your applications and your cloud infrastructure by com-
bining intrusion detection systems with machine learning techniques in order to
detect possible attacks. It will cover the setup and configuration of a test environ-
ment for anomaly detection and network security alerting using Elasticsearch as
the core for storing data. Snort is used for monitoring, alongside system and net-
work analytics collected viaMetricbeat and Packetbeat. Built-in machine learning
jobs from Elastic will be used to find disturbances in the normal operation of the
devices. To create a baseline dataset the Damn VulnerableWeb application is used
to generate analytics and alerts upon exploiting the vulnerabilities exposed.

Keywords: OpenStack · Elasticsearch · Logstash · Kibana ·Metricbeat ·
Packetbeat · Snort · DVWA · Hierarchical Temporal Memory

1 Introduction

With the continuous increase of cloud-based services and IoT connected devices there is
also a need for better availability and reachability between those internet nodes. Migrat-
ing your applications and services to a scalable system, like the cloud environment will
boost your performance, but will also increase your product’s attack surface, gener-
ated by the infrastructure’s vulnerabilities or by other applications running on the same
server. To prevent such scenarios powerful and costly equipment is necessary, or software
capable of detecting threats in real-time.

Common defence approaches include signature-based intrusion detection systems
or web application firewalls, which can achieve real-time monitoring and analysis of
network traffic, application and system logs.Most tools also provide file integrity checks,
configuration and permissions assessments, policy violation and malicious behaviour
detection, active threat prevention and attack surface reduction. But, because all of
these are based on known vulnerabilities and exploits, hybrid solutions appeared that
are enhancing those mechanisms with supervised or unsupervised machine learning
techniques to better detect incoming attacks.

The main purpose of this research is to study popular security tools and how they
integrate with Elasticsearch, and how can machine learning methods can be used to
detect anomalies inside an infrastructure. The architecture proposed consists of three
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virtual machines with two of those being Elasticsearch nodes and anomaly detectors,
and the last one will act as both a physical device and an application container. Its
normal operation parameters will be monitored with Metricbeat and Packetbeat and the
network traffic will be analysed by Snort, configured with the community rules. The
Damn Vulnerable Web Application will also be installed and used as a threat generator,
to easily generate data for the basic vulnerabilities available in the application.

The following chapters will present relevant articles and proof-of-concepts that
successfully achieved an increase in detection accuracy by combining both methods.
Another focus will be on algorithms that train using time-series data with the intent of
finding disturbances in the operation of physical devices, which are critical in a cluster.
Based on those, our setup environment on OpenStack will be detailed, along with the
proper configuration for every software used.

The structure of the paper is as follows: Sect. 2 presents the related work regarding
elasticsearch and machine learning and Sect. 3 presents the state of the art about elastic
stack (elasticsearch, logstash, kibana, machine learning). Section 4 describe the archi-
tecture we have used in order to implement IDS information ingestion into the elastic
stack (Sect. 5).

2 Related Work

Achieving real-time anomaly detection in your infrastructure is detailed in numerous
blog posts from the Elastic website, either by integrating your logging system with
an intrusion detection system (IDS), like Wazuh or Suricata or by using the built-in
functionality of creating machine learning jobs based on the metadata particularities of
a threat, like the increased number of requests in a denial-of-service attack. So, the two
focus points that were studied in the following papers were algorithms for detecting
anomalies in a dataset and popular security tools for monitoring and threat prevention.

2.1 Improve Security Analytics with Elastic, Wazuh and IDS

Detailed in the following article [5], there is an implementation of an automated threat
detection system, using Suricata sensors tomonitor the network traffic andWazuh agents
for the system calls, file integrity and application logs monitoring. What makes Wazuh
such a good choice is the built-in integration with Elasticsearch and Kibana and the
versatility of the agents, which can be configured to parse network alerts from Suricata,
so that all your monitoring data will be stored and indexed in Elasticsearch. They found
a list of source IP addresses with abnormal activity by applying a “population analysis”
job on the data, which calculated a baseline for the number of high-level alerts generated
by each source IP. The analysis correctly identified traffic that matched multiple rules
that ended in a firewall rule to block the specific source IP triggered by theWazuh Active
Response module.

Another approach for parsing the output of any IDS would be to use Filebeat [8] and
depending on the data format you could use an existing parser or write your own. Most
frequently used products, like Suricata, already have a module for ingesting data into
Elasticsearch, with individual documentation for configuration and integration [9].
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2.2 WebHound: A Data-Driven Intrusion Detection from Real-World Web
Access Logs

In the context ofwebapplication security, themost commondefence tool is afirewall, also
known as WAF, which analyses HTTP traffic and eventually filters or blocks malicious
requests from reaching your web application. It is using a set of rules defined based on
known web vulnerabilities, like cross site scripting, SQL injection, denial of service or
file inclusion. A good implementation of a web application filter is ModSecurity [14],
which offers real-time HTTP traffic monitoring and access control, rule-based logging
and attack surface reduction by selectively disabling unwanted HTTP features.

Since current defence approaches, like IDS or WAF use signature and pattern detec-
tion, they can detect only known malware. To tackle this problem, authors of article
[6], analysed and stored information from web application logs in a graph structure and
using unsupervised machine learning created a model to detect abnormal nodes inside
a graph. This solution does not only offer better accuracy than ModSecurity, but also
offers security experts the intrusion procedure and original entry points exploited by
attackers.

2.3 Detecting Web Attacks Using Multi-stage Log Analysis

The importance of log analysis is further highlighted in [3], where authors proposed
a hybrid solution, using both pattern matching to detect known vulnerabilities and a
supervised machine learning technique. The first one provides a fast response to attacks,
while data is gathered and annotated by experts for the training algorithm. The proof-
of-concept was deployed on the Amazon Web Services stack and used Elasticsearch
for storing log information, Kibana for pattern matching and Bayes Net for machine
learning. Tests were conducted only for the SQL injection attack and based on a set of
10000 logs the detection accuracy of the combined solution was better than both used
alone.

2.4 Unsupervised Real-Time Anomaly Detection for Streaming Data

Authors of [1] provide a real-time technique for anomaly detection and a benchmark
designed for evaluating such algorithms on streaming data. The algorithm is based on a
Hierarchical Temporal Memory network that was enhanced with two additional steps,
error prediction to counter spontaneous shifts in data and anomaly likelihood where data
is very noisy, and the first step is not enough. If we look at the CPU usage for example,
whenever a process is started a spike in data will appear and be classified as an anomaly
by the network, but the prediction error will also be high and if the CPU usage persists
on a high value the prediction error will drop. This is used to change the algorithm’s
prediction in the training phase, so the network will treat changes in data differently and
will not classify any spike as anomalous.

Another important contribution is the Numenta Anomaly Benchmark, which is
designed for evaluating anomaly detection algorithms on streaming data. The repository
contains a set of data streams from a variety of sources, ranging from server network
utilization to temperature sensors on industrial machines to social media chatter. There
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are also 3 scoring functions that focus on rewarding early predictions or false positives
and penalizing false negatives.

3 State of the Art

As mentioned in the introductory chapter, the paper will focus on Elastic products and
services, because they offer open source solutions which have built-in anomaly detection
algorithms for your data. This is done with usage of unsupervised learning techniques
that use data stored in Elasticsearch for training and pattern recognition. It is a very
powerful approach if your data is enough and consistent, but this can be resolved easier
by using the Beats data shippers, which helps with collecting information from devices.

The combination of Elasticsearch, Logstash, and Kibana, referred to as the Elastic
Stack, is available as a product or service. Logstash provides an input stream to Elastic-
search for storage and search, and Kibana accesses the data for visualizations such as
dashboards. Elastic also provides “Beats” packages which can be configured to provide
pre-made Kibana visualizations and dashboards about various database and application
technologies.

One of the major advantages over the competition is that Elasticsearch provides
clustering almost seamlessly and the setup is easy. Also, the distributed nature of Elas-
ticsearch allows customers to easily handle data that is too large for a single node to
handle. By using multi-node clusters, we can also achieve uninterrupted work of our
application, even if several machines are not available due to outage or administration
tasks such as upgrade.

3.1 Elasticsearch

Elasticsearch [7] is the most popular enterprise search engine, according to the DB-
Engines ranking, and lets you store, search and analyse all kinds of documents. It can
be used alongside a data collection and log-parsing engine called Logstash, an analytics
and visualization platform called Kibana, and Beats, a collection of lightweight data
shippers. The four products are designed for use as an integrated solution, referred to as
the “Elastic Stack”.

The architecture behind this product is based on the Apache Lucene library and
provides documented HTTP APIs as an easy way to communicate with any application.
Elasticsearch stores its data as documents in one or more indices, which are like a
database. A document is an object with one or more fields, each field has a name and
multiple values. Before indexing, the document is analysed according to a mapping,
tokens are extracted from the input text and saved in a map, where the key is the token
and the value is a list of documents [16].

On a higher level, each server running an instance of Elasticsearch is called a node
and will run by default in a distributed mode, searching for other nodes in the network by
broadcasting a message containing the cluster id. There are three types of nodes and the
primary one is the data node, which oversees indexing data and resolving queries. The
master node is mandatory in a cluster, because it manages the requests and distributes
them to the data nodes. The last type is a node acting as a bridge between multiple
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clusters and is called a tribe node. Only the first type can store data, and it can be used
together with the gateway module to achieve long-term persistence and store the state
of the cluster and later be recovered in case of a server crash or restart [16].

3.2 Kibana

Kibana [10] is an open source plugin that offers data visualization capabilities on top
of the information stored on your cluster. It provides easy-to-use features such as his-
tograms, bar or line graphs, scatter plots, pie charts, heat maps, and built-in geospatial
support. It also gives you the possibility to create shareable dashboards and reports that
you can use to interactively navigate through large amounts of log data.

3.3 Logstash

Logstash [11] is a tool to collect, process log and event messages and is the primary way
of ingesting data into Elasticsearch. Collection is accomplished via configurable input
plugins including raw socket/packet communication, file tailing, and several message
bus clients. Once an input plugin has collected data it can be processed by any number of
filters which modify and annotate the event data. Filters are a very good way to annotate
and transform data for the training of an unsupervised model. Finally, Logstash routes
events to output plugins which can forward the events to a variety of external programs
including Elasticsearch, local files and several message bus implementations.

3.4 Machine Learning Recipes

Another important feature available in the Elastic Stack are the machine learning jobs,
which can model any type of time-series data and can be configured to detect anomalies
in your data, like a high number of unsuccessful logins in a short period of time. Detailed
in [4] there is an example of a “recipe” for detecting DNS data exfiltration, cyberattack
stage in which hacker tries to extract valuable data from the system he gained access to
by using a DNS tunnel. The recipe is basically just a search query and a function, like
count or sum, applied on the retrieved data.

4 Architecture

Motivated by results of certain articles [2, 3, 5, 6] to increase the security of your
infrastructure this paper is proposing the usage of an IDS together with Elasticsearch
for storing alerts, events, messages and network packet data. Upon all this data machine
learning jobs, defined with the built-in module in Elasticsearch will run with the goal
of having an automated process of detecting possible vulnerabilities and attacks. This
module uses proprietary machine learning algorithms that automate the analysis of time-
series data. They create accurate baselines of normal behaviour in the data and identify
anomalous patterns.
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Fig. 1. Deployed architecture on OpenStack

In terms of security products for monitoring, analysis and alerting, we are focusing
on open source solutions, like OSSEC, Wazuh, Suricata and Snort. All of them can
perform log analysis, integrity checking,Windows registrymonitoring, rootkit detection,
real-time alerting and active response. Wazuh is an OSSEC fork, with an extended
functionality, including integration with Elastic stack, which makes it the first candidate.
Snort is a good all-around rule-based detection system that can also be integrated with
Elasticsearch, but also has the potential of tracking unknown attacks. Because it uses a
standardized format for rule definition, they can even be generated by machine learning
methods. So, in a scenario where we have Snort alerts alongside the network traffic data
that caused them, we can then train a model to generate new alerts.

The environment will be setup using Openstack and it will contain three virtual
machines, like stated in the introductory chapter and Fig. 1. Two of those will be data
collectors, runningElasticsearch in clustermode and one of themwill also runKibana for
presentation and overviewof the infrastructure andLogstash for ingesting and transform-
ing data. The observed target will be our last VM and will act as potential victim/critical
device, where Damn VulnerableWeb App will be deployed. It will have an IDS running,
Beats for collecting system-level CPU usage, memory, file system, disk IO, and network
IO statistics, as well as information about processes that are running on your system,
network traffic metadata and analytics.

4.1 Wazuh and Suricata

In the Fig. 2 below, the architecture presented in [5] is based on lightweightWazuh agents
that run on monitored systems, reporting to a centralized server where data analysis is
done. In addition, it provides a complete Kibana plugin for configuration management,
status monitoring, querying and alert data visualization. Suricata was added, because
Wazuh lacks network monitoring, and is integrated with Elasticsearch with an agent that
reads files, but it can also be used with a Filebeat module [9].
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Fig. 2. Wazuh & Suricata monitoring system [5]

4.2 Snort

Snort can perform protocol analysis and content searching or matching. It can be used to
detect a variety of attacks and probes, such as buffer overflows, semantic URL attacks,
stealth port scans, OS fingerprinting attempts, and much more. It uses a flexible rules
language to describe traffic that it should collect or pass, as well as a detection engine
that utilizes a modular plug-in architecture. Snort has a real-time alerting capability as
well, incorporating alerting mechanisms for syslog, a user specified file, a UNIX socket,
or WinPopup messages to Windows clients.

Snort can be configured in three main modes: sniffer, packet logger, and network
intrusion detection. In sniffer mode, the program will read network packets and display
them on the console and in packet loggermode, it will log packets to the disk. In intrusion
detection mode, the program will monitor network traffic and analyse it against a rule
set defined by the user. The system will then perform a specific action based on what
has been identified.

Because Wazuh doesn’t offer network monitoring and analysis of traffic data, the
proposed solution above had to use Suricata, but this paper is considering Snort as a
better option. The configuration and integration with Elasticsearch will be detailed in
the following chapter, and the usage will be to monitor the activity of the observed target,
while the DVWA will be exposed to different attacks.

5 Implementation

For our first goal of using device sensor data to detect disturbances in the normal mode
of operation, the focus is on the machine learning algorithm, which will be trained on
sample data from Numenta anomaly benchmark and ranked using the scoring functions.
The provided corpus contains data froma variety of sources, ranging from server network
utilization to temperature sensors on industrialmachines to socialmedia chatter, totalling
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58 data streams, each with 1000–22,000 records, for a total of 365,551 data points. Also
included are some artificially-generated data files that test anomalous behaviours not yet
represented in the corpus’s real data, as well as several data files without any anomalies.

Another collection of sample data that is going to be used for machine learning
training can be found here [13]. This contains security related data, malicious files and
static information about malwares, system and application logs from third parties, BRO
and Snort log files, and other network related data. It is very good that most of the
samples come from real-world applications and systems that were exposed to attacks
due to certain vulnerabilities.

Our testing setup in Fig. 3 consists of three virtual machines running on Openstack,
one of them being the observed system, on which the DamnVulnerableWebApplication
is deployed to act as the target of different attacks. Alongside it, Snort will run in network
intrusion detection mode and will output alerts and message in JSON format to be easier
to transport to Elasticsearch, with the help of Logstash. Another twomonitoringmodules
from Elastic installed are Metricbeat, for system information and Packetbeat, for HTTP
traffic analytics. The other two VMs are running Elasticsearch in cluster mode and on
the master node Kibana is also running.

Fig. 3. Running virtual machines on OpenStack

With data collected by Beats, the built-in module of machine learning jobs from
Elasticsearch can be used to detect basic vulnerabilities or anomalies inside the cluster
by defining recipes based on the specificity of the attack. The algorithms can detect and
score unusual behaviours for a member of a population (population analysis), statistical
rarity and anomalies related to temporal deviations in values, counts, or frequencies.
Examples of certain recipes can be found here [4], alongside the process for defining
and running them in Elasticsearch.

The Beats module from Elastic can also offer templates for the canvas feature in
Kibana, in which you can define a set of queries and their corresponding representation
(histogram, graph, chart, etc.) to be displayed on the same page. This is a useful feature
for monitoring your target system that was also added to our setup environment and can
be seen in Fig. 4 and 5.

Snort is configured to write alerts in JSON format, by adding the desired fields in
the configuration file, and is running with all the community rules enabled. Logstash is
configured using the file from the article [15] and reads the alerts file, converts the JSON
data and sends it to Elasticsearch.
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Fig. 4. Metricbeat overview dashboard in Kibana

Fig. 5. Packetbeat response times in Kibana
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6 Conclusions

Presented in the relatedwork section, there is a clear advantage of usingmachine learning
techniques, either by defining recipes for jobs using built-in module in Elasticsearch
or by using an algorithm for anomaly detection like the ones presented in [1, 3, 6],
to enhance the security of your infrastructure. An important mention is the Numenta
anomaly benchmark, because it was specifically designed to score algorithms that detect
anomalies in real-time and is providing a corpus of time-series data, which is exactly the
type of data Elasticsearch is working with. This can be used to provide a large baseline
for testing and training different classification algorithms.

The built-in functionality of machine learning jobs from Elasticsearch can be used
to detect basic vulnerabilities or anomalies inside the cluster by defining recipes based
on the specificity of the attack, but it requires manual configuration and it cannot be
accurate for more complex attacks, as seen in [4]. A rule-based intrusion detection
system can easily replace this solution and can be improved using machine learning
for filtering. Because we are dealing with time-series, data like CPU usage, process or
network information, gathered with the use of Beats module [12], can be used alongside
alerts in training models for a better accuracy.

To conclude the architecture for the test environment and the configuration for the
VMs is complete and Snort is now logging events and messages in Elasticsearch using
Logstash. Also, system-level and network analytics are collected with the help of the
Beatsmodule fromElastic.DVWAis runningon theApacheWebServer and is connected
to an SQL database.

As future work, we will focus on ingesting the sample data into Elasticsearch and
applying machine learning jobs to test the accuracy of the built-in module. Tests will
also be done using collected data fromBeats, while certain actions are performed against
the DVWA to observe if patterns can be found while vulnerabilities are exploited.
Another goal would be to integrate a custom algorithm, like the Numenta HTM [1]
with Elasticsearch to be used instead of the proprietary algorithms that they offer.
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Abstract. Evaluating the trustworthiness of the data in the wireless
sensor network, data provenance has already been employed as a signif-
icant security feature. In this application, provenance based trust man-
agement involves the secret information transmission either with temper-
ing the data or varying the transmission parameter. However, numerous
challenges including secure transmission, storage overhead, bandwidth
consumption have been perceived in this procedure. Thereby, a novel
method has been proposed through modeling a real-time provenance
framework based on the memory consumption in the designated payload
of the sensor data packets. In the proposed method, trailed provenance is
signified as a hierarchical relation between the data fields per packet and
the data packets per data flow. The resiliency of this scheme indicates
that it neither intrudes on the data nor the transmission parameters.
Yet, the substantial experiment validates the proposed method and does
not compromise the data accuracy and transmission efficiency.

Keywords: Bits · Memory · Provenance · Payload · Wireless sensor
network

1 Introduction

The diverse nature of data in the wireless sensor network has always been
observed based on its associated security concern since it traverses numerous
intermediate nodes between source and destination. Besides this, the explosion
of computing possibilities has greatly contributed to the development of the intel-
ligence community. The inclusion of intelligent systems recently includes many
application domains like financial analysis, location trace, environment monitor-
ing, etc. It stimulates the tasks to collect potentially useful information from
the streaming data in a sensor environment that has significance on numerous
classification mapped to secret data provenance. Introducing data provenance
has many applications for authorizing the data source, data flow, and ensures
the integrity of data. The challenge is thus how to acquaintance the potential
information to provenance to assess the trustworthiness of the above paradigms
for the resource-constrained sensor environment. The importance of securing
streaming data also highlighted in the research and development Challenges for
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Critical National Infrastructure [1], which recommend research initiatives on
developing a proactive and predictive security posture.

Though security and privacy [2] of data in the distributed systems [3,4] have
already been explored, the accountability of data in this platform can ensure the
privacy right. Enabling accountability can include the access and medication
history of data that can be addressed by the data provenance. However, the
definition of provenance is varied according to the context of its application.
Data provenance in the domain of database, workflows, and cloud systems has
already been introduced, where the provenance is referred to as the history of
ownership or actions performed on the data. Hence, the provenance includes a
vast amount of necessary information, thus its generation and validation increase
the computational cost.

However, very few approaches have been studied in the context of network
flow to secure the data stream. Proficient active timing [5–7] based data hiding
without interfering the data is subjected to detection [8] and recovery of adver-
sary acts. Another significant protocol, inter-packet delay (IPD) based prove-
nance encoding proposed by Sultana et al. [9]. This scheme is resilient and pro-
vides scalability, imperceptibility, and robustness to attacks besides the protec-
tion of provenance forgery, insertion, deletion, alternation, replay, and integrity.
The difference between the active timing and IPD based methods is, active tim-
ing scheme encodes a single secret message over the IPDs in a particular data
flow, whereas the IPD method allows multiple nodes to encode the secret mes-
sage over the same set of IPD. However, these schemes introduce the interference
to the transmission parameter by delaying the data packets and hiding capac-
ity per data flow is limited here. Hence, the characteristic of sensor data and
the associated transmission constraints require extensive analysis to introduce
provenance without interfering with the data and transmission channel.

In this paper, the problem of provenance provisioning with moderating sensor
data or the transmission medium has been introduced and studied. This scheme
analyzes the required bits for each data out of space limited in each segment
(data field) of the data payload of a sensor data packet. However, introducing
provenance to sensor network imposes a set of challenges:

– Computing provenance for the data stream and its validation must adapt fast
processing and low computational cost;

– It must imitate the security (confidentiality, authenticity, integrity) of prove-
nance information and the data in an attacker channel;

– Network parameters (e.g., delay, packet receiving rate) must not introduce
significant overhead on processing;

– Data provenance must not increase the storage cost and energy-efficient.

Pursuing the aforementioned challenges, the proposed provenance framework
was designed based on analyzing the size of sensor data against the primitive
data type that initiated for both the data and the data fields of the pre-defined
payload of a data packet. Data provenance in this method is introduced as a label
with summarized binary status i.e., 1(high) or 0(low) on memory consumption
in two distinct extents: (i) between the segmented data fields of a given payload
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of a data packet (ii) between the data packets in terms of payload usage in a
particular flow. The memory usage is accounted according to minimum required
bits (utilized bits, or actual bit width) of each sensory data. In this methodology,
the utilized bits refer to the only bits that belong to the sensor value out of the
predefined size of its data type. Assume the binary of 11 within the 8 bits space
is 00001011. The proposed scheme estimates only . . . 1011 as the utilized bits in
binary. Thus, the actual bit-width of the digit 11 stands for 4 bits out of 8 bits.

However, at the end of accumulating the number of utilized bits for a par-
ticular data set, the number of incidents of each unique quantity of utilized bits
is examined between the data fields of the payload per data packet i.e., data
transport. Likewise, the data source computes the total utilized bits against the
total payload of each packet and inspects the number of incidence of each dis-
tinct quantity of utilized bits among the data packets in a particular data flow.
Thereafter, the product of any particular quantity of utilized bits and its number
of incidence between the data fields per packet, and among the data packets per
data flow is observed based on numerous usage threshold by the data source.
However, such threshold-based inquiry deliberates the status of memory usage
with a binary label as the provenance for each data packet and its corresponding
data flow that hierarchically correlated.

Moreover, the proposed method considers the threat of modifying the data
by keeping the perceived size of utilized bits for each sensor data. Hence, besides
ensuring the data confidentiality, the security protocol of this method initiates
counter values as a bit guard that correspond to each binary digit of sensor data.
In this function, a set of initial counter values have been pre-shared between the
data source and the sink node and verified based on a key synchronization pro-
cedure. Thus, the proposed method can detect error on access violation against
the attacks that may cause of violating the integrity of data and accumulated
utilized bits.

Furthermore, the proposed framework introduces a logistic regression-based
binary provenance classification methodology at the data receiver, where the
quantity utilized bits and their incidence has been initialized as two features
vector. However, the proposed memory incentive provenance (MIP) framework
requires an offline analysis of sensor data rather than altering the data or any
transmission parameters to initiate the provenance as an indicator of memory
consumption. Thus, there was no risk of data degradation and no additional
complexity in diagnosing the channel parameters. In summary, the contributions
of this paper include:

– Introducing provenance by analyzing the actual bit width of data against the
length of primitive data type that has defined for data and data fields, and
confirms the trustworthiness of data

– Provisioning provenance avoids its transmission as inline metadata, also
evades tempering any parameter that affects the transmission;

– Determining provenance as a storage overhead indicator without acquiring
additional storage;
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– Designing security properties to confirm the integrity of data and the accrued
utilized bits of each sensor data;

– Introduce learning-based provenance identification approaches with low
complexity;

2 Related Works

The notion of data provenance is well established in the various scientific domain;
however, the definition of provenance varies depending on the specific application
domain [10]. Introducing data provenance in different fields of computer science
has been initially discussed in the seminar paper by Becker et al. [11]. After
that, its application has been found in the domain of database [12–14] and cloud
[15]. Afterward, the importance of provenance and its application also has been
observed in the domain of WSN [16,17] to describe the data source nodes (i.e.
access points, router) and the operation on the data being transmitted [10].

As a basic provenance requirement for WSN a chain model of data provenance
[18]. In this method, each node in the packet path appends the provenance infor-
mation to the current provenance. Though this mechanism is simplest and easi-
est, it expands provenance size too fast and makes unaffordable the provenance
transmission overhead. Another method of encoding data provenance within the
data set by a data source as inline metadata was proposed by Chong et al. [19].

However, two-block provenance schemes: inter-packet delay (IPD) and prob-
abilistic provenance flow (PPF) were proposed by Sultana et al. [9] and Fahmy
et al. [20]. A longer provenance has introduced as composed of smaller blocks,
where each small block is identified as the provenance encoded by each node on
the travel path of a data packet. Although the IPD approach doesn’t append any
extra message to the data packet, both IPD and PPF schemes have a dependency
on limiting the data packets.

However, another two methods CAPTRA (Coordinated Packet Traceback)
[21] and CTrace (Contact-based traceback) [22] proposed the provenance in a
distributed approach. In these methods, a data receiver doesn’t receive the entire
provenance with the data packet as it spread on the nodes along the packet path
from the data source and destination. Though the energy and bandwidth over-
head is low due to carrying a limited provenance with the packet, compromising
nodes and link failure may cause provenance decoding failure in this approach.

However, the proposed method focuses the study into the following two
classes: tracing the data payload overhead for per data packet and data flow
and introducing provenance as an indicator of memory usage. It significantly
differs from the above approaches in several aspects. (i) analyzes the usage of
the data payload of a data packet regarding the actual bit width of data, (ii)
the calculated provenance between the data fields per packet is hierarchically
related to the provenance among the data packets per data flow, (iii) introduce
a learning-based approach to verifying the pre-shared provenance at sink node.
Since the provenance computed in this method based on only the original form
of data, it has no dependency on any underlying security protocol e.g., encryp-
tion, decryption. An idea of detecting and recovering the attack was proposed by
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Table 1. Important notations for the MIP method

Notation Description Notation Description

ε encrypt D decrypt

pki single data packet df i single data field

udf i quantity of utilized bits per dfi dfui distinct quantity of utilized bits per dfi

upki quantity of utilized bits per pki pkui distinct quantity of utilized bits per pki

pvi provenance bit in binary digit ki secret key for each di

di single sensor data bi each binary digit of di

ni single source node ati arrival time of single di

L size of dfi M size of data payload

ti single threshold DF i single data flow

Wang et al. [8] by delaying the transmission of some packets. On the contrary,
the introduced protocol illustrates a revision based bit protection approach that
can detect the changes of the data if the data fields of a data packet is tempered.

3 System Model and Preliminaries

3.1 Data Model

The proposed MIP framework demonstrates the provenance as a hierarchical
relation between the data packet and data flow in terms of memory consumption
within the data payload of a data packet by a data source. Such relation is verified
at the SN to determine whether the data and the data packet in a particular
data flow are secured. Table 1 lists important notations used in the rest of this
paper for convenience. The MIP scheme comprises two significant parameters in
analyzing the utilized bits:

1. size of each data field df i ∈ dF is size(df i) = L according to the defined
primitive data type for both the data di and the data field df i;

2. size of the data payload of a data packet packet pki ∈ PKT is M = n ∗ L =∑n
i=1 size(df i) bits, where n is the total number of segmented data fields of

a given payload per pki.

Remark: A primitive data type of data filed incurs L bits memory for the data
of the same data type that indicates each binary digits of a certain data indices
within [0, L] sequentially.

Hence, the consumed utilized bits per data field and data packet can be
calculated as udf i and upki, respectively according to the equation number (1)
and (2) as,

udf i = L − nubi (1)

upki =
n∑

i=1

udf i (2)

Here, nubi denotes the quantity of non-utilized bits obtained in ith data field.
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Fig. 1. Provenance origination scope in a sensor data flow

Definition 1. Non-utilized bits nubi =
∑

γi∈γS 1 can be stated as a set of redun-
dant bits [23], γS = {γ1, γ2, . . . , γ|γS|} , where 1 ≤ |γS| ≤ L and ∀γi ∈ γS
indicates a single binary value 0.

In this scheme, the provenance can be computed in offline with obtaining some
pre-advised information: a number of data fields, size of the data payload per
packet, calculated utilized bits of each sensory data.

However, conferring the relationship between the data packet and data flow,
the proposed framework identified two extents or layers: lower layer and upper
layer as a provenance stating scope that illustrated in Fig. 1. Here, analyzing
the data fields per packet illustrated as the lower layer of the data stream, and
analyzing the data packets demonstrated as the upper layer for the same data
flow. Here, the number of data fields of a data packet might be a finite set, but
the quantity of data packets might not be the same in several data flows.

Hence, the MIP framework can be illustrated as composed of various func-
tional acts: computing utilized bits, distinguishing unique quantity of utilized
bits, accumulating the incidence of each unique quantity of utilized bits, cal-
culating product of each unique quantity of utilized bits and its frequency and
originating the notification on memory consumption in each layer of provenance
initiation scope. In Fig. 2, the origination of provenance has been described for
a particular data set in a 24 bits payload of a data packet and traced the data
fields according to storage status in the lower layer. In Fig. 3 the origination
of provenance has been described for a particular data flow in the upper layer,
where each packet has structured with the equal data payload and illustrated
the relationship between a particular set of data packets and data flow.

3.2 Encoding Provenance

The idea of data provenance in this scheme is illustrated as the label information
on the utilization of payload memory of data transport in a transmission channel.
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Fig. 2. Provenance structure in lower layer

Thus, the query that functioning on memory consumption requires to compute
some data parameters:

– distinct utilized bits and their frequency between the data fields per data
packet;

– distinct utilized bits and their frequency among the data packets in a partic-
ular flow.

We assumed the structure of the data payload of a data packet is com-
posed of number of segmented data fields as, pki = {df1 ‖ df2 ‖ . . . ‖ df |n|},
Since, each df i contains a particular sensor data di ∈ D during transmis-
sion, the payload utilization status based on consumed utilized bits accord-
ing to the equation number (1) in each df i of a data packet can be stated
as, udfpki

= {udf1, udf2, . . . , udf |n|}, where 0 ≤ udf i ≤ L − 1. Since, each
udf i �= udf j always, a set of distinct quantity of utilized bits can be accu-
mulated from the data set udfpki

as, udUpki
= {dfu1, dfu2, . . . , dfu|udUpki

|},
where udf i ∈ dfui �= udf i ∈ dfuj . Hence, the total number of elements
in each dfui is accounted as the frequency of each distinct quantity of uti-
lized bits f(dfui). Thus a set of f(dfui) per data packet can be stated as,
udF pki

= {f(dfu1), f(dfu2), . . . , f(dfu|udFpki
|)}.
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Fig. 3. Provenance structure in upper layer

However, a set of uniqueness of utilized bits udUpki
for each of N data

packets in a single data flow DF i might be perceived as udUpki
⊆ udUDF i

,
where udUDF i

= {udUpk1
‖ udUpk2

‖ . . . ‖ udU |udUpkN
|}.

Therefore, the data provenance based on the consumed memory between the
data fields of a given payload of a single packet can formally be defined as:

Definition 2. Provenance is the desired binary codes pvi ∈ {0, 1} as storage
overhead {low, high}. Its existence is investigated on the product of each ele-
ment of udUpki

and their corresponding frequency in udF pki
based on a certain

threshold of data usage from {t1, t2, . . . , t|tpki
|} ∈ tpki

, where tpki
denotes a set

for memory threshold values per data packet.

Furthermore, the construction of each data stream should be considered as
compose of several data packets as DF i = {pk1, pk2, . . . , pk|N |}. Due to consum-
ing numerous quantity of utilized between the data fields of a data packet, the
measured utilized bits in the payload of a data packet according to the equation
number (2) also not always be equal to one another. Thus, the payload utilization
according to consumed utilized bits among the data packets in a certain DF i can
be stated as, upkDF i

= {upk1, upk2, . . . , upk|N |}, where 0 ≤ upki ≤ M−1. Since,
each upki �= upkj always, a set of distinct quantity of utilized bits from the data
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set upkDF i
can be accumulated as, upUDF i

= {pku1, pku2, . . . , pku|upUDFi
|},

where, upki ∈ pkui �= upki ∈ pkuj . Hence, the total number of member
in each pkui is also accounted as the incidence of each distinct quantity of
utilized bits f(pkui). Thus a set of f(pkui) per data flow can be stated as,
upFDF i

= {f(pku1), f(pku2), . . . , f(pku|upFDFi
|)}. Thus, the data provenance

based on the payload utilization among the data packets of a single data flow
can formal be defined as,

Definition 3. Provenance is the desired binary codes pvi ∈ {0, 1}. Its existence
is investigated on the product of each element of upUDF i

and their corresponding
incidence in upFDF i

based on a certain threshold from {t1, t2, . . . , t|tDFi
|} ∈

tDF i , where tDF i denotes a set of memory threshold values per data flow.

4 The Proposed Framework

4.1 Overview

The proposed memory incentive provenance (MIP) introduces a decentralized
approach of encoding data provenance that exhibits as a result of a query on
the amount of usage of payload memory of a data packet with binary status.
The key idea of this scheme has developed on diagnosing the utilization of the
segmented data fields of a predefined payload of a data packet. The MIP scheme
demonstrates the provenance manifestation in two distinct layers of a data flow
to secure the sensor data stream according to Fig. 1. In the lower layer, the MIP
methodology explores the distinct utilized bits and their frequency among the
data fields per data packet to define the data provenance according to Defini-
tion 2. Such assessment drives this application to explore the distinct utilized
bits and their frequency among the data packets in a particular flow to form the
data provenance according to Definition 3 in the upper layer.

However, any alteration on data can be a cause of having an inaccurate
quantity of utilized bits at the SN. Therefore, a revision based bit protection is
introduced besides encrypting the data by the data source in this framework.
The encryption procedure includes a data specific secret key which has been
pre-shared. In this work, the secret key is comprised of data arrival time and
the counter values that initialized corresponds to the utilized bits of each data.
Hence, before determining the provenance, SN can determine the received data
whether they altered or not based on a key synchronization procedure.

Hence, the tailed procedures of memory incentive provenance provisioning
by a data source and its detection at the sink node can be trailed in below steps
according to Fig. 4:

– Accumulation of distinct utilized bits and their frequency.
– Compute the product values and several threshold parameters.
– Manifesting the data provenance.
– Security initiatives for data provenance.
– Data decryption and provenance identification.
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Fig. 4. Provenance initiation and identification phases

4.2 Accumulation of Distinct Utilized Bits and Their Frequency

As the first step provenance allocation, a data source ni initiates a set of sensor
data stream D = {d1, d2, . . . , d|D|} to transmit with N number of data packets
{pk1, pk2, . . . , pk|N |} through a secure channel. Assume that, each data packet
pki has structured with M bits data payload, which is composed of which is
composed of equal length of (L bits) n number of data fields. Thus, following
such predefined structure of data payload of a data packets, ni forms a data
set per pki as Dpki

= {df1(d1) ‖ df2(d2) ‖ . . . ‖ df |n|(d|n|)} and a set of data
packets in a data flow can be expressed as DDF i = {pk1(Dpk1

) ‖ pk2(Dpk1
) ‖

. . . ‖ pk|N |(DpkN
)}. Since, each di ∈ D resides into each df i of a pki, the quantity

of data fields per pki in a data flow can be calculated as,

n =
|D|
N

(3)

However, ni originates a set of {udf1, udf2, . . . , udf |n|} ∈ Rn×L by analyzing
n data items for a data packet and {upk1, upk2, . . . , upk|N |} ∈ RN×M by analyz-
ing n∗N number of data items for a data flow according to the equation number
(1) and (2) respectively. Afterward, the MIP framework queries the distinct uti-
lized bits per data packet based on grouping each dissimilar udf i and udf j , and
accounts the number of elements in each group as the frequency of each distinct
quantity of utilized bits. Thus, ni adopts a Gaussian radial basis function [24,25]
called Gaussian kernel function to form a similarity based clusters between the
udf i and udf j as,

k(udf i, udf j) = exp(
−‖udf i − udf j‖2

2 ∗ σ2
) (4)

k(upki, upkj) = exp(
−‖upki − upkj‖2

2 ∗ σ2
) (5)

Where, σ limits the width of Gaussian kernel and k(udf i, udf j), k(upki, upkj)
∈ [0, 1] . Note that, the similar value as udf i == udf j and upki == upkj occur,
while k(udf i, udf j) = 1 and k(upki, upkj) = 1 respectively. Hence, the MIP
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method adopts the Gaussian kernel function that defined in the equation number
(4) and (5) with σ = 1.74 such as [25,26].

At the end of grouping, a single element from each cluster is selected to
be a cluster head. Thus, ni generates a set of cluster head from each ele-
ment of udUpki

and upUDF i
as {dfu1, dfu2, . . . , dfu|udUpki

|} ∈ R|udUpki
| and

{pku1, pku2, . . . , pku|upUDFi
|} ∈ R|upUDFi

|, respectively.

f(dfui) =
∑

udfi∈dfui

1 = |dfui| (6)

f(pkui) =
∑

upki∈pkui

1 = |pkui| (7)

Yet, the cumulative frequency for each dfui and pkui is accrued from its indi-
vidual cluster according to the equation number (6) and (7) respectively.

Thus, the MIP framework accumulates a set incidence constraints for
each distinct quantity of utilized bits per data packet and data flow
as {f(dfu1), f(dfu2), . . . , f(dfu|udFpki

|)} ∈ RL×n and {f(pku1), f(pku2), . . . ,
f(pku|upFDFi

|)} ∈ RM×N , respectively.

4.3 Compute the Product Values and Threshold Parameters

In this section, ni initially computes the product between each dfui ∈ udUpki

and its corresponding incidence f(dfui) ∈ udF pki
, and originates a set of product

values as, Vpki
= {vd1, vd2, . . . , vd|Vpki

|} per data packet. Hence, each vdi(i =
1, 2, . . . , |Vpki

|) can be stated as vdi = dfui ∗ f(dfui) ∈ Vpkj
, where, pkj(j =

1, 2, . . . , N). Each vdi ≤ L (in bits) is examined to determine whether it is
higher (or lower) than threshold ti ∈ tpki

. In this method, each ti is equated
as ti = dfui ∗ n

2 that illustrates the memory usage with a certain quantity of
utilized bits between a certain number of data fields belong to the data payload
of a data packet. However, the number of threshold values in a set of tpki

remain
as |tpki

| ≤ |udUpki
|.

Remark: The utilized bits per data packet can be calculated according to the
equation number (2), in the proposed framework it also can be measured with
the sum of all the vdi values per pki as, upki =

∑|Vpki
|

i=1 vdi .
At the end of calculating vdi ∈ Vpki

and ti ∈ tpki
generation process, ni

computes the product of each pkui ∈ upUDF i
and its corresponding incidence

f(pkui) ∈ upFDF i
, and generates a set of VDF i

= {vpk1, vpk2, . . . , vpk|VDFi
|}

per data flow. Hence, each vpki(i = 1, 2, . . . , |VDF i
|) can be equated as vpki =

pkui ∗ f(pkui) ∈ VDF j
, where, DF j(j = 1, 2, . . . , |DF j |). Each vpki ≤ M (in

bits) is examined to determine whether it is higher (or lower) than threshold
ti ∈ tDF i

. In this case, each ti is equated as ti = pkui ∗ n
2 that describes the

consumed memory usage with a certain quantity of utilized bits between the
data payloads belong a certain number of data packets in a data flow. However,
the number of threshold values in a set of tDF i

remain as |tDF i
| ≤ |upUDF i

|.
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4.4 Manifesting the Data Provenance

At this step, the data source ni initially manifest the pvi ∈ {0, 1} as conse-
quence of examining each element of {vd1, vd2, . . . , vd|Vpki

|} in respect to its
corresponding threshold value seized in {t1, t2, . . . , t|tpki

|}. Hence, the tagged
data provenance by analyzing each measured vdi ∈ Vpki

can be stated as,

pvi = {0 if, vdi≤ti∈tpki

1 otherwise

Thus, a set of data provenance per data packet is attained as PV pki
=

{pv1, pv2, . . . , pv|PV pki
|}, where the number of provenance bits in its set is

|PV pki
| == |Vpki

|.
Moreover, the ni also examines each element of {vpk1, vpk2, . . . , vpk|VDFi

|} in
respect to its corresponding threshold value seized in {t1, t2, . . . , t|tDFi

|}. Hence,
the tagged data provenance by analyzing each measured vpki ∈ VDF i can be
equated as,

pvi = {0 if, vpki≤ti∈tDFi

1 otherwise

Thus, a set of data provenance for a particular data flow is accrued as, PV DF i
=

{pv1, pv2, . . . , pv|PV DFi
|} for a particular data stream, where the quantity of

provenance bits in its set is |PV DF i | == |VDF i |.

4.5 Security Initiatives for Data Provenance

In this section, the MIP framework initiates the security initiatives on the data
intend to transmit to other node. Therefore, before initiating the transmission,
each is encrypted based on XOR encryption algorithm [27]. A message trans-
formation function enc is followed by the MIP method to encrypt each di with
each data specific key ki, and thus an encrypted form of data message ε(di) is
computed as,

ε(di) = enc(di; ki)

The MIP framework also follows the one way hash function [28] to generate each
data specific secret key ki as,

ki = H(i, ati, CV di
)

where ati, i, CV di
are the arrival time, the position index and groupXOR [23]

of the counter values correspond to each binary digit of ith data di respectively.
However, before dealing with the encryption protocol, the proposed scheme

initializes the initial counter values for a set of binary digits {b1, b2, . . . , bL} of
each single di ∈ D. Thus, ni constructs a n × L counter matrix CV for a data
packet.

CV =

⎛

⎜
⎜
⎝

λ11 λ12 λ13 . . . λ1L

λ21 λ22 λ23 . . . λ2L

. . . . . . . . . . . . . . .
λn1 λn2 λn3 . . . λnL

⎞

⎟
⎟
⎠
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where,

CV di
= groupXOR(λ11 ⊕ λ12 ⊕ . . . ⊕ λ1L)

Here, {λ11, λ12, . . . , λ1L} ∈ Rn×L is a set of counter values for any ith data
di ∈ D, and each vector λij denotes an initialized counter value for each bj

belongs to the binary value 0 or 1.
Afterward, the encryption operation performed in a manner, where the index

of ki and dj should be the same as, i == j. Furthermore, the SN will regenerate
ki as knew

i with a reciprocal relation between the received k̂i and the CV di
,

which is a key synchronization policy to determine whether it does match or
not. If it does match, the status will be regarded as the counter values belong
to the binary sequence of ith received data have not been altered.

4.6 Data Decryption and Provenance Identification

In this section, the SN performs a decryption operation on the received encrypted
data set per packet ε(D̂) = {ε(d̂1), ε(d̂2), . . . , ε(d̂n)} with a set of pre-shared data
specific keys {k̂1, k̂2, . . . , k̂n}. However, the decrypt function dec uses each k̂i as
an input for each ε(d̂i) to recover decrypted sensor data D(d̂i) as,

D(d̂i) = dec(ε(d̂i); k̂i)

However, the MIP framework initiates two steps provenance identification
procedure for a particular received data set D̂ = {d̂1, d̂2, . . . , d̂| ̂D|} that obtained
from several received data packets in a flow:

1. Validating the integrity of each bits of d̂i ∈ D̂ based on the counter values.
2. Identifying provenance with a regression analysis.

Validating the Integrity of Received Data Based on the Counter Val-
ues: In this process, the SN initially forms a self-generated counter matrix ĈV
following the same procedure of ni according to the dimension of n × L or
(n ∗ L) × L according to the number of data fields of a data packet pki or
DF i. Thus, a set of counter values for any ith data d̂i ∈ D̂ can be stated as,
{λ̂11, λ̂12, . . . , λ̂1L} ∈ Rn×L, where each vector λ̂ij is initialized with pre-shared
counter value that belongs to each binary digit b̂j ( 0 or 1) of d̂i. Additionally,
the SN computes the groupXOR of all the counter values that correspond to
each b̂j of ith data d̂i as,

̂CV
̂di

= groupXOR(λ̂11 ⊕ λ̂12 ⊕ . . . ⊕ λ̂1L)

However, to examine the integrity of received d̂i, the SN perform a key syn-
chronization procedure, where each d̂i ∈ D̂ specific secret key k̂i is regenerated
as knew

i and determines whether they matched or not. The SN follows the same



268 M. A. Islam

approach that ni has been followed, and thus, generating knew
i also includes posi-

tion index i of each d̂i in a particular received data set, its pre-share arrival time
âti and ̂CV

̂di
. If the above components are matched appropriately, SN regener-

ated knew
i will be synchronized correctly to its conformed k̂i as, knew

i == k̂i that
indicates the pre-shared information and the transmitted data have not been
altered in mid-transmission.

Regression Based Provenance Identification: In this section, the prove-
nance identification has been evaluated with a logistic regression [29–31] app-
roach, where the probability of predicted pvi is related to a set of explana-
tory variable (d̂fui, f(d̂fui)) or (p̂kui, f(p̂kui)). Therefore, at the end of data
decryption and its integrity confirmation, the SN originates a set of uti-
lized bits ûdfpki

= {ûdf1, ûdf2, . . . , ûdfn} ∈ Rn×L per received pki and

ûpkDF i
= {ûpk1, ûpk2, . . . , ûpkN} ∈ RN×M per DF i according to the equa-

tion number (1) and 2 respectively. Afterward, each distinct quantity of uti-
lized bits is classified from the above two sets as {d̂fu1, d̂fu2, . . . , d̂fu| ̂udUpki

|} ∈
R| ̂udUpki

| and {p̂ku1, p̂ku2, . . . , p̂ku| ̂upUDFi
|} ∈ R| ̂upUDFi

| according to the equa-

tion number (4) and (5) correspondingly. Finally, SN accumulates the ûdF pki
=

{f(d̂fu1), f(d̂fu2), . . . , f(d̂fu| ̂udFpki
|)} according to the equation number (6) and

ûpFDF i
= {f(p̂ku1), f(p̂ku2), . . . , f(p̂ku| ̂upFDFi

|)} according to the equation

number (7) by probing the element of ûdUpki
and ûpUDF i

respectively.
However, the MIP framework arrange a data set that is composed of all the

collected (d̂fui, f(d̂fui)),(p̂kui, f(p̂kui)) along with some training samples. Each
sample is initialized as a set of feature inputs X , where X = xi(i = 1, 2, . . . , P ).
Here, xi and xi+1 correspond to explanatory variables d̂fui and f(d̂fui) or
p̂kui and f(p̂kui). Hence, each xi is examined to predict the corresponding
pvi ∈ P̂ V pki

or pvi ∈ P̂ V DF i , which have been pre-shared to SN to determine
utilization status as a tagged binary value.

The desired pvi ∈ P̂ V pki
and pvi ∈ P̂ V DF i

is identified as ypvi
to prob-

abilities, and thus, the logistic function [32] or sigmoid function specified as,
ypvi

= σ(z) = 1
1+e−z where the result ypvi

of f(z) the value in between [0, 1].
The value of ypvi

mapped to predicted pvi either 0 and 1 based on a certain
threshold value T = 0.5 [19,20]. Hence, the hypothetical approach of σ(z) can
be defined as,

hβ(x) = σ(z) =
1

1 + e−z
=

1
1 + e−βT

X
(8)

where, β represents the logistic regression coefficients [21,22,33] and it will
be updated iteratively for each (xi, ypvi

) as,

β = β + α∇β ln P (Y | X;β) (9)

Here, updating β depends on the learning rate α and partial derivative of log
likelihood of β. The value of σ(z) → 1 if z → ∞ from T (i.e., z ≥ T ) and
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σ(z) → 0 if z → −∞ from T . Hence, a first order derivative of σ(z) minimizes
the error and forms the function to find an optimal values as,

σ
′
(z) =

e−z

(1 + e−z)2
=

1
1 + e−z

∗ (1 − 1
1 + e−z

) = σ(z) ∗ (1 − σ(z))

So the conditional distribution of data provenance with a prediction function
can be written as,

P (Y | X) = hβ(X)ypvi (1 − hβ(X))1−ypvi (10)

where, P (Y | X) = hβ(X)ypvi while, Y = ypvi
= 1 and P (Y | X) =

(1 − hβ(X))1−ypvi , while, Y = 0. Assume the estimate value of the probability
ϕ(ypvi

| X) is Pypvi
(X;β), where the values of β, βi(i = 1, 2, ..., Q) maximizes

the equation number (10).
However, a maximum likelihood function [34] to determine the optimal values

of β can be specified as,

L(β) = P (X;β) =
∏Q

i=1P (ypvi
| xi, β)

=
∏Q

i=1hβ(xi)
ypvi (1 − hβ(xi))

1−ypvi

(11)

Hence, to make the computation simpler, the cost function takes the a log like-
lihood [8] of the equation number (11) as,

ln(L(β)) = ln P (Y | X;β)

=
∑Q

i=1ypvi
ln(hβ(xi)) + (1 − ypvi

) ln (1 − hβ(xi))
(12)

However, computing the value of β entails a partial derivative of the equation
number (12) with respect to β as,

δ
δβ (ln(β)) = δ

δβ (ypvi
ln(hβ(xi))) + δ

δβ ((1 − ypvi
) ln (1 − hβ(xi)))

= δ
δβ (ypvi

ln( 1
σ(βT xi)

)) + δ
δβ ((1 − ypvi

) ln(1 − 1
σ(βT xi)

))

= (ypvi

1
σ(βT xi)

) − (1 − ypvi
)( 1

1−σ(βT xi)
)( δ

δβj
(σ(βT xi)))

= (ypvi
(1 − σ(βT xi)) − (1 − ypvi

)(σ(βT xi)))xj

= (ypvi
− σ(βT xi))xj

= (ypvi
− hβ(xi))xj

(13)

where, the substitution of hβ(xi) follows the equation number (8).
Accordingly, by substituting the value from the equation number (13) into

the equation number (9), the value of βi for each training vector (xi, ypvi
) is
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updated by following an stochastic gradient descent [35] approach according to
equation number (14).

βj = βi + α(ypvi
− hβ(xi))xj (14)

Here, the distribution of P (1|X) = hβ(X)ypvi and P (0|X) = (1 − hβ(X))ypvi

are estimated from the statistic of S and S
′
respectively. Hence, the data prove-

nance ypvi
= 1 along with pragmatic samples are accrued in S, and the samples

with those are not along with, accrued in S
′
. Thus, the prediction accuracy for

the samples that indicate the tagged provenance ypvi
= 0 can still be performed

as |S′ |
|S|+|S′ | .

5 Performance Evaluation and Security Analysis

5.1 Experimental Result

Fig. 5. Measured utilized bits among the data fields

In this experiment, several data flows have been originated that include sev-
eral numbers of data packets based on numerous volumes of sensor data set.
However, a particular data flow with 280 data packets has been analyzed to
determine the performance of this scheme. Figure 5 depicts the several quanti-
ties of utilized bits between the 8 ∗ 10 = 80 data fields for first 10 data packets
that accumulated according to the equation number (1), where the quantity of
utilized bits in any df i has been observed between [0, 16] ≤ in bits. Moreover,
numerous lengths of utilized bits among the data packets in this particular flow
also have been observed in Fig. 6. Here, each upki has been accumulated accord-
ing to the equation number (2) and the quantity of utilized bits in any pki has
been observed between [0, 128] ≤ M in bits.
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Fig. 6. Measured utilized bits among the data packets

However, the number of provenance bits in this scheme can be accounted
for according to the number of threshold values that have been initiated by a
data source to quantify memory utilization. The MIP framework computes the
threshold values based on the distinct quantity of utilized bits and its frequency
in each extent of provenance origination scopes. It has been observed in Fig. 5
that the measured utilized bits from the data fields df57 to df64 (belong to pk8

in Fig. 6) are same that indicates a single dfui with n incidence between the
data fields of a pki. Moreover, each single df i of a pki could attain n distinct
udf i values, then the frequency for each single dfui is 1. Likewise, a variation of
threshold and provenance quantity between the N data packets in a data flow
also might be in a range between [N − (N − 1), N ] based on the number of
occurrences of each pkui.

Thus, according to the procedure of defining data provenance based on the
threshold value, a minimum and maximum number of elements in each set of
PV pki

and tpki
can be calculated as,

|PV pki
| = |tpki

| = {1(min.) if f(dfui)=n, where udfi===udfj

n(max.) if f(dfui)=1, where udfi �=udfj

However, assuming the similar procedure of tagging the data provenance based
on the several utilization thresholds among the data packet per data flow, a
minimum and maximum number of elements in each set of PV DF i

and tDF i

can be specified as,

|PV DF i
| = |tDF i

| = {1(min.) if f(pkui)=N, where upki===upkj

N(max.) if f(pkui)=1, where upki �=upkj

Hence, it can be stated from the above facts that the variation ratio of provenance
and threshold quantity is proportional to the frequency uniqueness of a distinct
quantity of utilized bits, and the above properties of the MIP framework signify
the scalability and adaptability of this scheme.
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Fig. 7. Plotted provenance based on the accrued collective distinct utilized bits and
their relative frequency among the data fields and the data packets in a flow

However, it is very reasonable that there are many sensor environments,
where the transmitted data varies in a range of values. Although the memory
for the data is always constrained to the Definition 1, the utilized bits for each
sensor data might vary in several ranges. Thus, any random length of utilized bits
between a particular data set can be examined to determine the usage within
the data payload, and the usage status can also be defined as labeled data
provenance. Moreover, the illustration indicates the quantity of data provenance
also associated with enlarging the size of data payload and number of segmented
data fields.

Fig. 8. Decision boundary and accuracy on classifying the provenance bits that initi-
ated on memory usage among the data fields only

Figure 7 demonstrates the plotted provenance bits based on the distinct uti-
lized bits and their relative frequency that have been observed among the data
fields and the packets from the aforesaid data stream. The decision boundary
along with the classification accuracy on distinguishing a binary class of data
provenance has shown in Fig. 8 and 9. In Fig. 8, the provenance classification
accuracy illustrated for the samples accumulated, where the projected distinct
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utilized bits and their frequency have been observed between the data fields of
all the data packets in the data flow.

However, the classification accuracy in Fig. 8 shows 0.5% higher than the
accuracy observed on a collective set of samples illustrated in Fig. 9 that includes
estimated distinct utilized bits and their frequency among the data fields and
data packets together. Since, the discrimination removal cost reduces the pre-
diction accuracy [36], increasing the maximum possible correct training samples
corresponding pkui and f(pkui) in the set of samples that used in Fig. 9 can
increase the maximum possible accuracy.

Fig. 9. Decision boundary and accuracy on classifying the provenance bits that initi-
ated on memory usage among the data fields and the data packets both

6 Discussion

An analysis has been evaluated on the capacity of provisioning data provenance
per node and compared with the inter-packet delay (IPD) [9] approach. This
scheme was proposed to ensure the security of each sensor data flow rather than
concerning the integrity data. In this method, each node whether it is a data
source or aggregator in a route path, can encode PN (pseudo-noise) sequence into
the consecutive delays between the data packets. Thus, the base station (BS)
can trace all the traversed started from the data source over the travel path for
the received data packets. In this methodology, each node requires N + 1 data
packets to encode N bits node identity as a data provenance, where the first
data packet pki doesn’t introduce any delay. Assume that a set of inter-packet
delays {�1,�2, . . . ,�N} has originated to transmit N bits provenance, where
each �i signifies the delay between ith and (i + 1)th packet and a single bit of
each node’s identity is added to it. Hence, a predetermined delay perturbation
vi[j] is added to general delay �i, where each vi[j] is composed of a normally
distributed real number and each bit of PN values. Moreover, the generation of
vi[j] can be done offline. On the contrary, the proposed protocol allocates the
data provenance pvi as labelled information on payload memory utilization, and
reports its presence by exploring two correlated scopes: n number of df i per pki
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and N number of pki per DF i according to the Definition 2 and Definition 3
based on the notion of Definition 1.

Since, the distinct quantity of utilized bits accumulated in udUpki
and

upUDF i
and the frequency of each element of these two sets are the key prop-

erties, the number of provenance bits is equivalent to the volume of these two
sets. Thus, calculating the quantity of pvi among the df i per pki can be stated
as, |PV pki

| =
∑N

i=1

∑|udUpki
|

j=1,pvi∈PV pki
1 and the provenance among the pki per

DF i calculated as, |PV DF i | =
∑

pvi∈PV DFi
1. Table 2 evaluates the provenance

encoding efficiency between the schemes based on IPD and MIP schemes. It
shows an increased volume in the MIP approach compared to the IPD scheme.

Table 2. Provenance capacity for a particular data set with N number of packets

Scheme Number of data flow Provenance capacity(in bits)

The MIP scheme 1 N + 1(min.) and (n ∗ N) + N(max.)

The IPD scheme 1 N − 1

Moreover, since the network transmission protocols are not designed to add
delays between the data packets, some usual packet transmission events e.g.,
packet loss, packet aggregation, etc, can restrict the IPD channels. The proposed
method doesn’t deal with altering any parameter related to network (e.g., delay,
size of payload or data fields) rather observing the payload memory consumption
of sensor data packet based on analyzing the utilized bits. Hence, decoding error
or the detection of an adversary threat can be identified by the SN originated
groupXOR of counter values for the received data and validating it through
the key synchronization process. Moreover, computing the utilized bits for a
particular data set and tagging the data provenance can also be prepared in
offline with the knowledge of predetermined payload properties (e.g., length or
data type of each df i, the quantity of segmented df i) per data packet. Meanwhile,
the generation of secret keys includes additional computation cost to proposed
scheme.

Assuring the trustworthiness of sensor data with or without interfering with
the sensor data has already been explored. Hence, the proposed scheme may
conduct a broader range of data streams to initiates a variable length of data
provenance per data packet and data flow without tempering the data or trans-
mission channel parameter. In this scheme, the initiated data provenance signifies
the utilization of data payload of a data transport being carrying the data only.
In this method, any alteration on data can be detected by validating the counter
table using the pre-shared initial counter value at the SN for the received data
per packet. Moreover, the altered data also can be recovered to attain more
accuracy in determining valid provenance. However, the provenance identifica-
tion and analyzing data separately also implied a reversible technique [37] data
security. To apply the MIP scheme in sensor environments, a secure mechanism
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is required to distribute the secret keys, the initial counter values, timestamps
of data and the source node initiated provenance to the designated recipient.

7 Conclusions

In this paper, a novel problem of manifesting a noiseless data provenance has
been addressed, where provisioning provenance neither disrupts the data nor
the transmission channel in the wireless sensor network. Though the proposed
method exhibits the provenance as a status based on the payload memory con-
sumption of a data packet, it illustrates the security of sensor data and data flow
through a hierarchical relation between the data fields per packet and the data
packets per data flow.

Experiment outcomes have been conducted to the provenance classification
accuracy besides provenance encoding capacity, which confirms the scalability of
this scheme. The proposed method is semantically secure as long as the underly-
ing data encryption mechanism is semantically secure. Moreover, the initiation of
counter values to protect the binary sequence of data and its integrity confirma-
tion approach not only makes the security properties resilient against adversary
acts but also confirms the integrity of data.

The proposed method could extend its robustness by varying the threshold
values as a memory usage indicator and adopting suitable learning methods in
identifying the provenance. Additionally, it opens the prospect of securing data
stream based on the provenance concerning the utilized bits of the original form
of data rather than its other form.
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Abstract. Securing invaluable information has been, and will be, the
highest priority whether for individuals or organizations. Researchers
are working diligently to meet this priority by offering different types
of protection techniques. The encryption techniques stand out as de-
facto mechanisms for ensuring proper protection for information. Many
encryption techniques are available that have passed basic security tests
and ensure reasonable levels of protection. The greatest challenge to
these techniques is the formidably–ever–advancing cryptanalysis tools.
Given this real challenge, we believe that these encryption techniques
will sooner or later face the same destiny as other techniques (e.g. DES).
That is, unless we keep boosting their capabilities, these techniques may
fail to resist the tricky cryptanalysis tools, offering perfect opportunity
for privacy–intruding lovers to threaten the information’s privacy. This
paper addresses this problem by offering a specific way. In particular, it
proposes a closing stage that forms an additional (and highly effective)
line of defense against security attacks by concealing the final output of
the encryption techniques in highly random and enormously complicated
codes. This method can be integrated with any encryption technique as a
final stage to increase its resistance against cryptanalysis tools. The pro-
posed method is implemented and subjected to rigorous security testing.
These tests showed that the method provides very effective camouflaging
mechanisms to hide data.

Keywords: Encryption techniques · Bolster encryption methods
security · Key-echo generation · Hiding exploitable patterns

1 Introduction

Despite the fact that users nowadays enjoy the easiness of accessing and post-
ing information than any time ever, they have legitimate worries about their
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sensitive information. It is true that the digital technologies have simplified the
information dissemination, but do expose this information to highly hostile envi-
ronment. To leverage the blessings of the digital world, it is essential to come up
with protection techniques that effectively beat the hostility of the digital world
and reassures the users about the privacy of their information. Encryption tech-
niques provide effective protection mechanisms [1–14,19–22]. These techniques
seem–based on the security testing that they passed–to offer a reasonable pro-
tection for information and thus mitigate the users’ worries.

Although encryption techniques adopt different computational models to hide
the information, they all transform their inputs in many stages with the aim that
the output becomes too confusing to be predicted. In spite of that each transfor-
mation stage contributes to the overall security of the information, the closing
stage is typically of a special importance. It should firmly seal the output and
eliminate any indicative exploitable patterns; otherwise the security of the infor-
mation is likely to be compromised [23,24]. Effective closing stage should provide
means for burying the output of the previous stages in enormously complex codes
that not only boost the randomness of the output, but also absorb any potential
patterns that may be left by the previous stages. If this closing stage is properly
implemented, it will eliminate the leaky and vulnerable points that adversaries
can possibly exploit.

This paper offers a specific way to implement a highly effective closing stage
that can be incorporated as a final stage in any encryption technique to pro-
vide a powerful line of defense. Specifically, the proposed method intercepts the
final output of the encryption technique (ciphertext) and greatly conceals it in
an enormously complicated codes. Our method fundamentally depends on the
encryption key without compromising its security. It adopts an innovative com-
putational model that relies on fuzzy distortion and mapping operators to create
key echoes from the encryption key—a sequence of symbols whose relation to
the original keys is greatly diminished. These sequences of codes are deeply pro-
cessed using the fuzzy distortion and complicated mapping operators to ensure
two objectives. First, this deep processing hides the traces of the original key
and therefore preserves its security. Second, it ensures the randomness of the key
echo and hence yields camouflaging codes that show no patterns from one hand
and dissipate the patterns in the output of the encryption technique from the
other hand.

To this end, the contribution of this paper is that it offers an effective way
to secure the output of encryption methods; thereby providing an additional
and powerful layer of defense against cryptanalysis techniques. This method is
light-weight process that incurs no significant time on the encryption process.

We present our contributions as follows. Section 2 briefly introduces the major
components of our proposed solution. Section 3 discusses the random generator.
Sections 4 and 5 deeply discus the technical details of the key echo generator and
camouflaging code generator. We test the performance of our system in Sect. 6.
We conclude and give directions for future work in Sect. 7.
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Fig. 1. The system overview.

2 System Architecture

Figure 1 highlights the two major components of our system. The Key Echo
Generator initially receives the encryption key (n symbols) and expands this
sequence to 2n symbols. The output of the echo generator is split out into two
sequences each with n symbols. The first sequence is directed as an input to
the echo generator for producing more 2n sequences and the second sequence
is directed as an input for camouflaging code generation. Both components use
different fuzzy computational models to accomplish their tasks. The following
sections describe the details of these two components.

3 Key-Based Random Generator

Fundamental to our approach is the random generator. The random genera-
tor produces sequences of random numbers that support the functionality of
several operations and influence their performance. As we will see next, the per-
formance of the different operations greatly relies on the quality of the random
number sequences. Accordingly, we chose the random number generator reported
in [25] because it has very powerful properties that make it suitable. First, it
has a long period: generates really long sequences without repeating the same
sequence. Second, as reported in [25], it passed important randomness tests.
Third, the sequences that are generated using different seeds (encryption keys)
are not correlated. Fourth, it is very efficient: high speed with minimal memory
requirements. Fifth, the generator possesses a fundamental property that makes
it highly effective in the security field: it is highly sensitive to the changes of the
key regardless whether the change is in a single bit or more. Figure 2 shows the
pseudo-code for the random generator (excerpted from [25].

In step 1, the generator extends the key to 64 symbols so that the period
of the generator increases. The key expansion method uses two operations: Sub-
stitute operation and Manipulate operation. These two operations as described
in [25] can take any sequence and extend it into arbitrary length. Steps (2)–(7)
define the major functionality of the generator. Steps (2)–(4) apply substitution,
flipping, and shifting operations to prepare a seed for the next steps. Steps (5)
and (6) sum up the symbols of the resulting seed by multiplying the integer



Propping up Encryption Techniques 281

Input: Key
Output: sequence of key-based numbers with an arbitrary length. 
1. Extend the key to 64 symbols to get the Seed. 
2. Seed = Substitute (Seed) 
3. Seed = Flip

R
 (Seed, n, m) /*flip the right n bits in the symbol Seed[m]*/

4. Seed = Shift
L
(Seed, k)   /* circular left shift symbols of Seed k positions*/

5. For i=1 to |Seed|        /*|Seed| is the length of Seed*/ 
6.  SUM += 256

|Seed|-i
× (INT) Seed[i] /*Seed[i] is the symbol at index i*/

7. RAND = SUM mod P   /*mod is module operation and P is the range of the numbers*/
8. If More numbers needed, GO TO 2 

Fig. 2. The algorithmic steps for the key-based number generator.

value of the seed’s symbol at index i with the power of 256. The reason for tak-
ing the power of 256 is that radix for the symbols is 0 to 255 is 256. Therefore,
this summation never yields the same Sum value for different seeds. (Interested
readers may refer elsewhere [25] for more details.)

4 Key Echo Generation

The key echo generation takes the initial encryption key as an input and applies
effective substitution and distortion operations to its input to produce sequences
of an arbitrary length, called the key echo. Two routines support the functional-
ity of this operation. First,the operation makes use of the input doubling routine,
which generates sequences of symbols by doubling its input. Second it makes use
of the key echo generator, which imposes deeper manipulations to the output of
the first routine. Both routines work synergistically to highly cut any relationship
between the encryption key and the final output (the key echo).

Before we discuss these two routines (input doubling and key echo generator),
we introduce the mapping table, which is used in the subsequent sections. We
also define a substitution operation that uses the mapping table to map symbols.

4.1 Symbol Substitution Using Mapping Table

The mapping table MAP -TAB is a n × n array whose entries are filled with
all possible permutations of the byte. For the purpose of this paper, there are
two instances of the mapping table MAP -TABM and MAP -TABF . These two
instances have identical elements but the order of the elements in the first
instance is different from that of the second instance. The elements of the
first instance (MAP -TABM ) are organized like the S-Box in AES encryption
method [6]. The second instance (MAP -TABF ) is derived from the first by
shifting the rows to the left and shifting the columns down using a sequence of
random numbers obtained from the random generator.

The substitution of an input symbol Oi using the mapping table is done as
follows. The bits of Oi are split into two halves. The left half is used to index one
of the mapping table’s rows and the right half is used to index one of its columns.
The value in the designated cell is the substitution for the input symbol.
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Fig. 3. Self-feeding input doubling operation algorithmic steps.

4.2 Self-Feeding Input–Doubling Operation

The operation receives the encryption key (n symbols) and expands the input to
2n symbols. Figure 3 shows the four actions of this operation: Diffusion, Muta-
tion, Augmentation, and Permutation. As Fig. 3 shows, the operation splits its
input (2n) into two parts. The prefix (left) n symbols provide an input for the key
echo generator and the suffix n symbols provide an input to doubling operation
for producing more 2n-symbol sequences.

Diffusion Action (D-Action). The diffuse action sniffs changes in the input
bits and effectively reflects this to large changes in the output (impact every
symbol in the output). In other words, the action produces very different outputs
for different inputs regardless of the magnitude of the differences in the input (a
single bit or more). The diffusion action algorithmic steps are illustrated in Fig. 4.
The action performs two-pass substitutions that ensure the maximum sensitivity
to input change: forward and backward. The forward substitution substitutes the
input symbol b1 to yield a new symbol c1. For every subsequent input symbol bi
(i > 1), the forward substitution first XORes bi with the result of the previous
substitution ci−1 and substitutes the outcome of the XOR operation, yielding
the symbol ci.

The output of the forward substitution c1c2...cn is passed to the backward
substitution. The backward substitution uses identical logic to that of the for-
ward except that it starts from the end of its input. Therefore, it first substitutes
the last symbol in the input cn to yield the output symbol sn. For the rest of
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Fig. 4. The algorithmic steps of the diffusion action.

the input symbols ci (i=n–1, n–2, ..., 1), ci is first XORed with si+1 and the
result of the XOR operation is substituted again to yield si.

With the forward substitution, the symbol bi−1 impacts the substitution of
all the subsequent symbols bj (j=i, i+1, ...). This means that if some symbol, say
bk, changes, this change essentially impacts the substitution of all the successor
symbols. Likewise, with the backward substitution, the symbol bi impacts the
substitution of all its predecessors bj (j=i–1, i–2...1). Accordingly, by virtue of
these two passes, if some symbol bi in the block b1b2...bn changes, the diffusion
action ensures that this change impacts every symbol in the output block.

Permutation Action (P-Action). The permutation action scrambles its
input block. The permutation action adopts an innovative functionality described
in Fig. 5. The symbol xi influences the position to which the next symbol xi+1 is
moved. The permutation action has two cases. For i=1, the symbol x2 is moved
to the position determined by x1. For i > 1, the position to which the symbol
xi+1 is moved depends not only on its predecessor xi but also on the last point
of insertion LIP. When xi is greater than LIP, the symbol xi+1 is moved to the
position k = Lbits (xi ⊕ LIP), where Lbits is an operator that selects a num-
ber of bits from the leftmost bits of the outcome of the XOR operation that is
sufficient to index any symbol in the output. (For instance, if the input is 16
symbols, this operator selects the leftmost 4 bits since 4 bits are adequate to
index any of the 16 symbols.) When LIP ≥ xi, the symbol xi+1 is moved to the
position determined by k = Rbits (xi ⊕ LIP), where Rbits is the same as Lbits

except it selects the bits from the right.

Mutation/Augmentation Actions. These actions use both the diffusion
action and the M-TAB to perform their functionality. The mutation action
invokes the diffusion action, which processes the input x1x2...xn and produces
the output y1y2...yn. The mutation action flips each symbol xi by substitut-
ing yi using the M-TAB and then XORing the resulting symbol mi with xi.
The augmentation action does the same steps except that the outcome of the
substitution ai is appended to the end of the input s1s2...sn.
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PERMUTE (xi, xi+1)
If i = 1, the symbol xi+1 is moved to the position k= xi

For all i > 1, PERMUTE (xi, xi+1) moves xi+1 to a new position as follows
a. Compute the position k

If LIP < xi move xi+1 to the position k = Lbits(xi ⊕ LIP)
Else move xi+1 to the position k = Rbits(xi ⊕ LIP)

b. Update LIP = k

Fig. 5. The algorithmic steps of the permutation action.

Using these four actions, the Self-input doubling operation works as follows.
The mutation action mutates the input x1x2...xn. The Augmentation action dou-
bles its n-symbol input to produces a sequence of 2n symbols. The permutation
action scrambles the output of the augmentation action (2n symbols). Finally,
the right n symbols are fed back to the input doubling action for producing
further 2n-symbol sequences and the left n symbols are passed on the key echo
generator (discussed next) to produce key echo sequences.

4.3 Key Echo Generator

This key echo generator processes its input—the output of the input doubling
operation—in two stages. Each stage manipulates the symbols of the input caus-
ing drastic changes to them. Figure 6 shows the two stages of the generator. The
first stage consists of two operations: Diffusion and Re-Directives. The second
processing stage consists of a single operation: Mutation, which uses a proba-
bilistic model to perform fine-grained modifications to some of its input symbols.

The Diffusion Action uses D-Action (Subsect. 4.2) to propagate any change
in the input so that this change impacts every symbol in the output. This is very
important operation as it highly increases the diffusion and avalanche effect (very
important security properties [26,27]).

The Re-Directives operation is a multistage operation that is composed of T
distortion layers. Each layer is populated with integers from 0 to some integer
(2p −1), where p is the number of bits that represent a symbol. The order of the
integers in each layer is independently scrambled using a sequence of random
numbers ri (i=1, 2, ...,2p), where the integer at index k is swapped with the
integer at the index rk. The input to the first layer is a symbol si and the output
is a symbol xi indexed by si. The output of the layer Li−1 is first manipulated
by the diffusion action and is then passed as an input for the next layer Li.

The Mutation operation is a stochastic process that uses a probabilistic model
to intercept the output symbols and possibly flip bits of some of these intercepted
symbols. This operation is triggered with the probability of γ ∈ [0, 1]. We call
γ the intensity of the mutation. When γ = 0, no symbol is mutated. When
γ = 1, all the symbols are mutated. One way to effectively implement this prob-
abilistic model is to define a list F pr with D = 2p entries. This list is populated
with H (≤ D) replications of mutation operation and the remaining entries are
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Fig. 6. The key echo generator.

populated with a null operation (does nothing). The content of this list is ran-
domly scattered. We then can define the intensity of mutation by γ = H/D.
Note, because of the random reordering of the elements in the list, the probabil-
ity of selecting the mutation operation is H/D. In addition, the intensity of the
mutation can be adjusted by changing H. Larger H grants higher chances for the
mutation operation to fire and impact the input symbol. We set H to D/2 in our
preliminary experiments, which means that the mutation operation is invoked
with a probability of 1

2 . We believe, however, that the choice of H should be
based on a selection mechanism that relies on the encryption key (planned for
future work).

The update handler maintains a set of M state variables for supporting the
functionality of a set of actions that manipulate the re-directive layers Li’s and
mutation operation list F pr. We attach a state variable VLi with each layer Li.
These state variables are used to perform some reordering to the elements of the
corresponding layer. We assign two state variables VM1 and VM2 to the mutation
operation, where the first variable VM1 checks the applicability of the mutation
operation and the second variable VM2 selects the mutation pattern (discussed
next).

Each state variable V is initially set to 0 (zero). The update handler continu-
ously renews their values (after processing each input symbol) as follows. Every
state variable VLi is updated by XORing its previous value with the output of
the layer Li just before passing this output to the diffusion action. The state
variables VM1 and VM2 are updated using values from the layers Li in a round-
robin manner. In particular, VM1 is updated by XORing its previous values with
the content of the cell Lj [VM1] and VM2 is updated likewise using the content
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of the cell Lj+1[VM2] (j=0, 1...T ). The rationale behind this update mechanism
is that we want the two processing stages to be highly influenced by the input
symbols.

After discussing the two processing stages and the update handler, we
describe how the key echo generator works. Suppose a sequence of n symbols
I1I2...In received from the input doubling operation. These input symbols are
processed by the diffusion action, yielding the new sequence s1s2...sn. Each sym-
bol si undergoes successive distortions through the layers Li’s. Each layer Li

maps its input to a new output symbol. This new output symbol is used to
update the state variable VLi corresponding to the layer Li and is then passed
to the diffusion action(recall the diffusion action uses D-Action) before mapping
it to the next layer. The output of the first stage (the re-directives) may be
further distorted by applying the mutation operation (second stage). The state
variable VM1 accesses the list F pr. If the accessed operation is null, no distortion
is performed on the current symbol. Otherwise, the mutation operation flips bits
of the input symbol by XORing this symbol with the content of the cell Ly[VM2],
where y = 0, 1...T. Regardless of whether the mutation operation is invoked or
not, the two state variables (VM1 and VM2) must be updated as described above
and the index y is incremented by one.

Before processing the next sequence of symbols I1I2...In (received from the
input doubling operation), the structure of each layer must be modified by par-
tially reordering its elements. In particular, the layer Li is first left shifted one
position and the content of the first cell (i.e. Li[0]) is swapped with the content
of the cell indexed by VLi

(i.e. with the cell Li[VLi
]).

5 Camouflaging Code Generator

This process receives sequences of symbols from the key echo generator and
sharply modifies the individual input symbols and the structure of the output
sequence. By so doing , the resulting output is highly random and provides enor-
mously sophisticated camouflaging code in which the output of an encryption
method is concealed. Figure 7 shows the main constituent components of the
process. The dashed-shaded shapes represent data sources, the solid-line shapes
represent subprocesses, and double-line shape represents an output list. Before
we present the technical details of each of component, we briefly describe how
the process works. Referring to Fig. 7, the Mapping subprocess invokes the
Substitution action to map the input symbol X to a new symbol si using the
MAP -TABM . It additionally invokes the Feedback Handler to calculate a
feedback symbol f. The Input Noising subprocess utilizes the feedback symbol
to (1) further modify the outcome of the mapping (i.e. the symbol si) using
one of the Bitwise Operations and (2) identify the insertion point for this
processed symbol in the output list.

The Flirt and Mate subprocess works as a controller for the Output Nois-
ing and the Internal Update action. It sends invocation signals that carry
state information to invoke the output noising and internal update actions and
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Fig. 7. The Camouflaging code generator subprocesses.

control their functionality. The Flirt and Mate subprocess is triggered when
a variable X flirts its chromosome YR. Once triggered, it sends invocation sig-
nals to (1) the Internal Update action to update the variable YR and (2) the
Output Noising action to handle the output list using one of the Bytewise
Operations.

After briefly describing how the process (code generator) works, we present
the technical details of each component.

5.1 Move Operations

The move operations add significant fuzziness to mapping the input symbols
to MAP -TAB. Table 1 shows the eight proposed move operations and succinct
descriptions of their functionality. Referring to the table, the move operations
represent all the move directions that could be taken starting from some cell in
MAP -TAB. For instance, the operation Top(k) moves up k positions starting
from some location in the MAP -TAB while TLC (k) moves k positions along
the top left corner of some location in MAP -TAB.

5.2 The Input Noising

This subprocess performs dual tasks that largely affect the input symbols and
partially affect the output list. First, it alters the input symbols using one of the
bitwise operators. Second, it finds an insertion point within the output list to
insert the processed symbol.
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Table 1. The move operations.

Operation Functionality

Left(k) Move k positions from the current position to the left-wrap if reaching the border

Right(k) Move k positions from the current position to the right-wrap if reaching the border

Top(k) Move k positions from the current position to the top-wrap if reaching the border

Bottom(k) Move k positions from the current position to the down-wrap if reaching the border

TLC(k) Move k positions from the current position along the top left corner-wrap if reaching the

border

BLC(k) Move k positions from the current position along the bottom left corner-wrap if reaching the

border

TRC(k) Move k positions from the current position along the top right corner-wrap if reaching the

border

BRC(k) Move k positions from the current position along the bottom right corner-wrap if reaching

the border

Table 2. The input noising operations.

Operation Functionality

Rand(r) Flips randomly selected bits by XORing its input symbol si with the random number r

Swap(k) Swaps the left k bits of the symbol si to the right or the right k bits to the left

Flip(k) Flips the left k bits of its input si

NoOp() Does no processing (idempotent)

The bitwise operators—as succinctly described in Table 2—cause different
patterns of change to the bits or to the bits organization of the input symbols.
In particular, the operators Flip (k) and Rand (r) modify some or all the bits of
the input symbol si by XORing this symbol with respectively a specific value k
or a random value r. While the Swap(k) operator modifies the input symbol si by
changing the order of its bits. The operator NoOp() does no actual processing
and is added for the purpose of bringing more fuzziness to the input noising
subprocess.

To process the input symbol si, the input noising subprocess utilizes the
feedback symbol f to select the bitwise operator and do any data binding neces-
sary for the functionality of the selected operator. The selection of an operator
and the data binding are performed according to the procedure described in
Fig. 8.1 Referring to Fig. 8, the input noising subprocess uses the two leftmost
bits (top) to select one of the four bitwise operators. If the selected operator is
Rand(r), the input noising obtains a random number from the random genera-
tor and invokes this operator to handle the symbol si. If the selected operator
is Swap(k), the input noising binds the parameter k to the value of the three
rightmost bits (bottom), determines the direction of the swap using the third
bit (from top), and finally calls the Swap operator to process the input symbol
si. If the selected operator is Flip(k), the input noising binds the parameter k to
the value of the three rightmost bits and calls this operator to process the input

1 Please note: we assume in Fig. 8 that each symbol is represented by 8 bits and the
bits are organized from top (leftmost bit) to bottom (rightmost bit).
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Fig. 8. Procedure for selecting a bitwise operator and binding values for the parameters
of the selected operator.

symbol si. Finally, if the operator is NoOp(), the subprocess passes the symbol
si without processing.

After processing the symbol si, the input noising subprocess determines an
insertion point within the output list for inserting the output symbol si. To do
so, it uses the fourth and fifth bits to choose one of the four insertion point
indicators-Leftmost, Rightmost, Middle, and Random and inserts the sym-
bol si in the output list according the selected insertion point indicator. (The
meaning of the insertion point indicators is: Leftmost appends the symbol si
as a prefix to the output list, Rightmost appends si as a suffix, Middle inserts
si in the middle of the output list, and finally Random inserts the symbol si
in a random position obtained from the random generator.)

To maximize its effectiveness, the input noising subprocess updates the order
of the elements in three lists (bitwise operators, direction of swapping, and the
insertion point) after processing each symbol si. The update is done by left
shifting the contents of each list, where the shifting amount is determined using
the bits of the feedback symbol as follows. It uses the three rightmost bits to
compute the amount of shifting the bitwise operators list, the three leftmost bits
to compute the amount of shifting the insertion point list, and the fourth and
fifth bits to compute the amount of shifting the direction of swapping list.

5.3 The Mapping

As the Fig. 7 shows, this subprocess relies on two actions: Substitution action
and Feedback Handler. The Substitution subprocess is described in Subsect. 4.1.
We therefore explain in this subsection only the details of the feedback handler.

The feedback handler produces a feedback f, an essential value to support
the functionality of other subprocesses (e.g. input noising). Figure 9 illustrates
the logic of the feedback handler. The handler defines three rings C1, C2, and
C3 each of which consists of n entries. Each of the rings C1 and C2 contain the
integers from 0 to n–1 (e.g. n = 256). The outer ring C3 contains descriptors
that designate the eight possible adjacent cells for any specific cell (a, b) in
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Fig. 9. The feedback action logic.

the mapping table MAP -TAB. These descriptors are: top, bottom, left, right,
left/right top corner, and left/right bottom corner. These descriptors have an
obvious meaning. For instance, descriptor left refers to the cell that is directly
at the top of some specific cell (a, b) while the descriptor top right corner refers
to the cell that directly is at top right corner of some specific cell (a, b). The
contents of the three rings are randomly scattered using different sequences of
random numbers.

The feedback handler additionally maintains two pointers P and Q to select
entries from the three rings. Each of the pointers P and Q is initially set to a
random number but continuously updated in a way to be made cleat next.

The feedback handler is triggered when the substitution action uses MAP -
TABM and substitutes the input X with a value si. Suppose the substitution
location is (j, k). The handler receives the location (j, k) and uses the pointer P
to index the ring C1 and obtain a value W = C1[P ]. It then uses both W and the
location (j, k) to create a new location (j+u, k+z ), where u is the decimal value
of the left half bits of W and z is the decimal value of the right half bits of W.
The feedback handler accesses the mapping table MAP -TABM at the row j+u
and the column k+z to obtain a value ti. The value ti is used to index one of the
move operations. The feedback handler executes the selected move operation to
perform a move within the mapping table MAP -TABF starting from the point
designated by C2[Q]. The value at the sink cell is extracted, which is the feedback
value f.

The feedback handler updates the pointers P and Q before producing any
new feedback symbol. It uses the ring C3 to find the adjacency descriptors C3[P ]
and C3[Q]. The handler uses descriptor C3[P ] to identify the proper adjacent
cell to the cell (within MAP -TABF ) from which f was obtained and extracts
the value v from this adjacent cell. The pointer P is updated by XORing its
previous value with v (i.e. P = P ⊕ v). Likewise, the handler uses the descriptor
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Table 3. Chromosome evolution handling operators.

Operation Functionality

Crossover(m, flag) The chromosome YR and the flirting variable X exchange m bits based

on flag. The flag can be either value: LL (Left-Left), RR (Right-Right),

LR (Left-Right), RL (Right-Left)

Flip() XORes the chromosome YR, the flirting variable X, and the feedback

symbol f (YR ⊕ X ⊕ f)

C3[Q] to designate the proper adjacent cell (within MAP -TABM ) to the cell
from which the value ti was obtained and extract its value w. The pointer Q is
updated by XORing its previous value with the value w.

To exacerbate the fuzziness of the feedback handler action, the content of
the three rings C1, C2, and C3 are counterclockwise shifted (�) after processing
m input symbols. (The integer m is the length of the block as specified by the
encryption technique.) In particular, the rings C1, C2, and C3 are counterclock-
wise shifted by respectively 1, 2, and 3.

5.4 Flirt and Mate Technique

This subprocess is composed of a single n-gene chromosome and an internal
mechanism to control the evolution of the chromosome. The process is triggered
when some variable flirts the chromosome. Upon the flirtation, the mate sub-
process checks whether the flirting variable and the chromosome are eligible to
mate, where the mate eligibility is defined in terms of the genetic diversity ade-
quacy, which in turned is measured by the number of genes that differ in the
corresponding positions. (We call the number of different genes the degree of fit-
ness, or df.) If the degree of fitness exceeds some prespecified threshold n/2, the
flirting variable and the chromosome are eligible to mate and we call this state
effective flirtation; otherwise we call this state (eligibility to mate) ineffective
flirtation. Whether the flirtation is effective or ineffective, the mate subprocess
triggers its internal update action to mutate the internal chromosome using one
of the mutating operators in Table 3. The operator Crossover(m, flag) causes
m-gene exchange between the chromosome YR and a flirting variable. The genes
to be exchanged are fully controlled by the flag state. The flag can assume any of
four states: LL (Left-Left), RR (Right-Right), LR, and RL. For instance, when
the flag has the state LL, the crossover operator replaces (updates) the left m
genes of the chromosome with the left m genes of the flirting variable, yielding a
new chromosome. The operator Flip() alters (updates) the genes of the chromo-
some YR by XORing its previous value with both the flirting variable and the
feedback symbol f.

This biologically inspired subprocess offers a very powerful means for influ-
encing the functional behavior of both the internal update action (evolution
mechanism) and the output noising subprocess (see Fig. 7). These two subpro-
cesses are discussed next.
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Fig. 10. The binding procedure: binding the parameters of the Crossover operator with
the proper values.

5.5 Internal Update Action

This action controls the way in which the chromosome evolves. It fires upon
receiving a control signal from the flirt and mate subprocess and updates the
chromosome. The update is fully determined by the state carried by the received
signal. If the flirtation is ineffective, the internal action updates the chromosome
by calling the operator Flip(). If the flirtation is effective, the internal action
updates the chromosome using the Crossover operator. To invoke the Crossover
operator, the internal action must first bind the parameters m and flag to appro-
priate values.

The paper proposes the procedure in Fig. 10 to bind values for the two param-
eters of the Crossover operator.2 The procedure maintains two lists: a list to store
the number of genes (1, 2,...7) that could possibly be exchanged between the
chromosome and the flirting variable and another list to store the possible states
of the flag. The binding procedure receives two inputs, the feedback symbol f
and degree of fitness df. It uses the feedback symbol to modify the order of the
elements in the first list (top list). In particular, it uses the three leftmost bits
(S1) and the three rightmost bits (S2) of the feedback symbol to designate two
locations in the list and exchange their contents. It additionally uses the middle
two bits (S3) to shift the content of the top list to the left by S3 positions. The
second list is left shifted but by one each time the procedure is invoked. When
the order of the elements for both lists changed, the degree of fitness df indexes
the first list to retrieve a value and binds it to m and indexes the second list
to retrieve a value and binds it to the flag. Once binding the parameters of the
Crossover operator with proper values, this operator is invoked and updates the
chromosome.

Observe that the flirt and mate subprocess induces fuzziness to the behavior
of the internal update action. As discussed above, the mate subprocess bases the
functionality of the internal update action on the state of flirtation (effective or
not) and the degree of fitness; both involve fuzziness.

2 For the sake of simplifying the presentation, it is assumed that each symbol is rep-
resented by 8 bits.
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Table 4. Output manipulation operators.

Operation Functionality

Permute(h) This operator performs h swaps on the output list

Shift(k) This operation left shifts the output list k positions

5.6 The Output Noising

The output noising gradually breaks the order of the symbols in the output list
without mutating the symbols per se, leading to a more randomized output.
This subprocess is triggered when it receives a state signal from the flirt and
mate subprocess. The output noising makes a decision regarding whether to
actually preserve or change the order of the symbols in the output list based on
the state carried by the received signal (the state of the mating). If the state
indicates ineffective flirting (no mate), the output noising performs no reordering
on the output list. It, however, accumulates the current feedback symbol with
the previous ones by an XOR operation to create accumulated feedback history.

If the state indicates effective flirting however, the output noising changes the
order of the symbols in the output list by executing first the operator Permute(h)
and then the operator Shift(k). These two operators are defined in Table 4 and
function as follows. The Permute (h) operator performs h swaps, where h is the
degree of fitness. Each swap exchanges the element at index i (i= 0, 1...h–1)
with the symbol at index j = fc⊕xi

2p ∗ Lout ± H ∗ xi. The symbol fc is the most
recent feedback symbol, p is the number of bits that represents a symbol, xi is
the Unicode value of the symbol at location i, Lout is the length of the current
output list, and H = (H ⊕ fk)/2p (k=1, 2...c–1) is the accumulated history of
the previous feedbacks (the outcome of XORing all the previous feedbacks). The
offset H ∗ xi, which is created by multiplying the feedback history H and the
value of the symbol xi, is added (+) or subtracted (–) if xi is respectively even
or odd.

The shift (k) operator moves the symbols of the output list by k positions
to the left. The number of positions k equal to H ∗ xi after adding the effect of
the most recent feedback to H.3

We conclude this section by emphasizing the fact that the flirt and mate
subprocess fuzzily impacts the behavior of output noising subprocess. From one
hand, the output noising subprocess depends on the state of the flirtation (effec-
tive or not) to determine the way of handling the output list (alter the order of
some of its elements). From the other hand, it depends on the state of flirtation
and the degree of fitness (between the chromosome and the flirting variable) to
control the behavior of the Permute operator.
3 Observe that the new index j depends on both the impact of the current feedback

symbol fc and the accumulated history of all the previous feedbacks. This makes the
computation of each index j involve plenty of fuzziness. Furthermore, the shifting
operator maximizes the effectiveness of the Permute(h) operator by changing the
symbols that will be influenced by every permutation.



294 M. J. Al-Muhammed et al.

6 Performance Analysis

We report in this section our conducted simulations using the prototype imple-
mentation of our technique. We analyze the desired properties of the technique’s
output that are fundamental for effectively securing the ciphertexts (output of
encryption methods). These properties are roughly summarized by the following
two points.

1. The output of the proposed technique must pass fundamental randomness
tests regardless of the encryption key. This property is so important because
random output will boost the randomness of the supposedly-random cipher-
text.

2. Two different keys should result in two independent sequences (not corre-
lated) regardless of the key differences (tiny-one bit or large-many bits). This
property is crucial for two reasons. First, the existence of the correlation is
tantamount to the existence of patterns, which is very serious problem that
may jeopardize the security of the ciphertext. Second, this property shows
that the technique is highly sensitive to key changes (an extremely important
property [26]).

6.1 Statistical Hypotheses

We want to test the following hypotheses about the output of the proposed
technique.

H0: The generated code sequence by the proposed technique
is random.

H1: The generated code sequence by the proposed technique
is not random.

The null hypothesis (H0”) asserts that the tested data is random while the
alternative hypothesis (H1”) asserts that the tested data is not random. Accept-
ing H0” or H1” depends on comparing two values: p-value and the significance
level α. The p–value is computed by the statistical test based on an input
sequence. The significance level α is prespecified by the tester (e.g. 0.00001,
0.001, 0.01, 0.05 are typical values for α). If p-value ≥ α, H0” is accepted and
H1” is rejected. If otherwise H0” is rejected and H1” is accepted. We set the
significance level α to 0.05 in all of our tests.

6.2 Randomness Tests

We use fundamental randomness tests to examine the randomness proper-
ties of the proposed technique’s output and to measure the correlation among
pairs of the output sequences. The chosen randomness tests are the core tests
obtained from the battery of randomness tests recommended by National Insti-
tute for Standards and Technology-NIST [17]. All the definitions were excerpted
from [17].
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– Runs test: determines whether the number of runs of ones and zeros of
various lengths is as expected for a random sequence.

– Frequency test (Monobit): determines whether the number of ones and
zeros in a sequence are approximately the same as would be expected for a
truly random sequence.

– Discrete Fourier Transform Test (Spectral): detects periodic features (i.e.
repetitive patterns that are near each other) in the tested sequence that would
indicate a deviation from the assumption of randomness.

– Serial Test: determines if the number of occurrences of the 2m m-bit overlap-
ping patterns is approximately the same as would be expected for a random
sequence. Random sequences have uniformity in a sense that each m-bit pat-
tern has an equal chance of appearing as every other m-bit pattern.

– Cumulative Sums Test: determines if the cumulative sum of the partial
sequences occurring in the tested sequence is too large or too small relative
to the expected behavior of that cumulative sum for random sequences. The
cumulative sums may be considered as random walks. If the sequence is ran-
dom, the excursions of the random walk should be near zero.

6.3 Data Preparation

The data that we want to test include code sequences, which is generated by our
technique using different encryption keys. The greatest challenge is that: how
many encryption keys are sufficient to ensure a reasonable test? It is certainly
infeasible to try our technique on all possible encryption keys; there are almost
infinite number of them. The best we can do is to find a fair approximation that
reasonably covers the space of the possibilities. One reasonable way, which we
adopt here, is to split the space of all possible keys into classes and randomly
select representative keys from each class.

For the purpose of this paper, we split the space into three classes. The first
class consists of 20 groups created as follows. We started with a key whose bits
are all zeros (128 zeros). We then created different keys by randomly setting
p bits (1 ≤ p ≤ 128). Table 5 shows statistics about these keys. For instance,
we created 128 different keys by setting a single bit of the original key, 1000
different keys by setting two bits in randomly selected positions, and so on. The
total number of keys in this class is 17130. The second class consists of 3000
128-bit keys generated randomly using online generator [15]. The third class
consists of 240 handcrafted 128-bit keys created by out students at AUM. The
total number of keys in the three classes is 20370. We checked in-class keys and
across-classes keys to make sure that they are all different.

Other important configurations that impact the system performance are set
as follows. The number of layers in re-directive component (Fig. 6) is three layers.
The length of all the used keys were 16 bytes (symbols). We finally set the
mutation intensity γ (Subsect. 5.3) to 0.45.
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Table 5. The groups of keys (Class 1)

Group Description Keys (chosen) Group Description Keys (chosen)

1 1 bit was set 128 11 60 bits were set 1000

2 2 bits were set 1000 12 70 bits were set 1000

3 5 bits were set 1000 13 80 bits were set 1000

4 10 bits were set 1000 14 90 bits were set 1000

5 15 bits were set 1000 15 100 bits were set 1000

6 25 bits were set 1000 16 110 bits were set 1000

7 35 bits were set 1000 17 115 bits were set 1000

8 40 bits were set 1000 18 120 bits were set 500

9 45 bits were set 1000 19 125 bits were set 500

10 50 bits were set 1000 20 128 bits were set 1

6.4 Code Sequence Randomness Analysis

The proposed technique used the keys to generate camouflaging code sequences
of two sizes: sequences with 64000 symbols and sequences with 128000 sym-
bols. These sequences were tested for randomness using the aforementioned
NIST’s randomness tests. Since NIST’s randomness tests assume binary input
strings [16], all the generated sequences were converted to binary sequences (con-
sisting of zeros and ones). Due to the fact that we used only symbols within
the range [0, 255], these sequences were straightforwardly converted to binary
sequences by finding the 8-bit equivalent of each symbol (e.g. the binary equiv-
alent to the symbol “A” is 01000001).

We applied the randomness tests (Subsect. 6.2) to these sequences. Tables 6
and 7 show the results for respectively the sequences of size 64000 and 128000.
Each of the two tables displays the used randomness tests, the number of
code sequences that passed the respective test (Successes), the number of code
sequences that failed the respective tests (Failures), and the Success Rate. The
level of significance is set to 0.05 for all the five randomness tests. Statistically,
the significance level of 0.05 implies that, ideally, no more than 5 out of 100
code sequences may fail the corresponding test. However, in all likelihood, any
given data set will deviate from this ideal case [18]. For a more realistic inter-
pretation, a confidence interval (CI) is used for quantifying the proportion of
the binary sequences that may fail a randomness test at the significance level
0.05. We therefore computed the maximum number of binary sequences that are
expected to fail the corresponding test at significance level of 0.05 and presented
the result in the rightmost column of each table. For instance, a maximum of
1111.82 (or 1112) code sequences are expected to fail each of the randomness
tests.4

4 The maximum number of binary sequences that are expected to fail at the level

of significance α is computed using the following formula [18]: S.(α + 3.
√

α(1−α)
S

),

where S is the total number of sequences and α is the level of significance.
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Table 6. Randomness tests outcome for sequences of size 64000 symbols.

Randomness test Successes Failures Success rate Upper limit of CI (0.05)

Runs test 20370 0 100% 1111.82

Monobit test 20363 7 99.9% 1111.82

Spectral test 19378 992 95.1% 1111.82

Serial test 20133 257 98.8% 1111.82

Cumulative sums test 19929 441 97.8% 1111.82

Table 7. Randomness tests outcome for sequences of size 128000 symbols

Randomness test Successes Failures Success rate Upper limit of CI (0.05)

Runs test 20370 0 100% 1111.82

Monobit test 20370 0 100% 1111.82

Spectral test 19869 501 97.5% 1111.82

Serial test 20346 24 99.8% 1111.82

Cumulative sums test 20156 214 98.9% 1111.82

According to the performance figures in Tables 6 and 7, our proposed tech-
nique performed really well. From one hand, the minimum percentage of the
sequences that passed the randomness test is 95.1%. From the other hand, the
number of sequences that actually failed the randomness test is less than the
maximum number expected by the 95% confidence interval. It is worth noting
that as the size of the sequences increases, so does (though slightly) the success
rate.

6.5 Correlation Analysis

Given the large number of sequences (20370), it is quite difficult to analyze the
correlation between all the possible different pairs of sequences. As such, the best
we can do is to draw random samples and analyze the correlation using these
samples. To analyze the correlation among the sequences in each class (recall we
have three classes of sequences), we randomly sampled 1000 pairs from the first
class, 1000 pairs from the second class and 1000 pairs from the third class. To
analyze the correlation across classes, we randomly select a sequence from the
first class and a sequence from the second class, a sequence from the second class
and a sequence form the third class, and continued in round-robin manner. The
sample size was 1500 pairs (x , y), where x ∈ classi and y ∈ classj and i �= j (i,
j=1, 2, 3). All the samples are drawn from the classes with size 128000 symbols.

To test for the correlation (whether between the sequences that belong to the
same class or different classes), we performed an XOR operation on the sequences
of each pair. The outcome of the XOR operation is tested for randomness using
the random tests (Subsect. 6.2).
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Table 8. Randomness tests outcome for the correlation between sequences.

Randomness test Successes Failures Success rate Upper limit of CI (0.05)

Runs test 4500 0 100% 268.86

Monobit test 4500 0 100% 268.86

Spectral test 4414 86 98.1% 268.86

Serial test 4499 1 99.97% 268.86

Cumulative sums test 4491 9 99.8% 268.86

Table 9. Randomness test outcome for DES ciphertexts.

Randomness test Class 1 (keys) Class 2 (keys) Class 3 (keys)

p-value p-value p-value

Average Min Average Min Average Min

Runs test 0.61 0.185 0.64 0.17 0.581 0.306

Monobit 0.59 0.210 0.501 0.305 0.541 0.169

Spectral 0.34 1.3E–12 0.391 0.0025 0.280 6.0E–08

Serial test 0.401 0.12 0.511 0.222 0.623 4.5E–05

Cumulative sums 0.44 0.201 0.410 0.187 0.377 1.11E–4

Table 8 shows the results of the randomness test. Based on the Table 8’s
figures, it is evident that only a very small ratio of the pairs failed the randomness
test (show correlation). Generally speaking, the proposed technique generate
code sequences that do not correlate.

6.6 Integrating the Proposed Technique with DES: Impacts on Des

For further discussing the capabilities of the proposed technique, we integrated
this technique with a widely used encryption technique: Data Encryption Stan-
dard (DES). The purpose is to analyze the impact of the proposed technique on
the randomness of the DES’s output (cipthertext). We used 3 text files of size
128000 symbols (extracted from Wikipedia). We then used the DES technique
to encrypt each of three files using 500 different keys from class 1, 500 different
keys from class 2, and 100 keys from class 3. These keys are chosen randomly. We
tested the ciphertexts for randomness using the aforementioned random tests.
Table 9 shows the results. As it could be seen, the DES technique generated
ciphertexts that are random except for five ciphertexts failed the Spectral test,
two failed the cumulative sums, and one failed the serial test.

We then added the effect of the camouflaging codes to the ciphertexts. For
each key used to encrypt a text, we chose the camouflaging code generated by
this key.5 The effect of the code was added to the corresponding ciphertext

5 We ignored the keys that did not result in random camouflaging codes.



Propping up Encryption Techniques 299

Table 10. Randomness test outcome for DES ciphertexts after adding the effect of the
camouflaging code.

Randomness test Class 1 (keys) Class 2 (keys) Class 3 (keys)

p-value p-value p-value

Average Min Average Min Average Min

Runs test 0.83 0.589 0.88 0.506 0.791 0.499

Monobit 0.92 0.709 0.96 0.881 0.94 0.837

Spectral 0.56 0.145 0.603 0.228 0.499 0.333

Serial test 0.386 0.212 0.667 0.495 0.629 0.478

Cumulative sums 0.697 0.508 0.736 0.419 0.52 0.232

by simply performing a symbol-wise XOR operation between them. We then
applied the randomness tests to the resulting ciphertexts. Table 10 shows the
results. As the Table 10’s figures show, all the ciphertexts passed the randomness
tests. Moreover, the randomness indicators (p-values) also greatly improved. This
improvement to the output of the DES techniques can be attributed to the high
degree of randomness of the proposed technique output.

Before we conclude this section, we comment on the performance analysis
results. First, the benchmark keys that we used constitute a quite reasonable
coverage of the keys space. As discussed, the benchmark consists of keys that are
slightly different (single bit or several bits), randomly generated, and handcrafted
by actual users. We think that these variations of the keys fairly imitates the
set of keys that may be used in reality (when encrypting texts). For all these
variations of the keys, the proposed technique produced code sequences that are
random with no correlation among the pairs of the generated sequences.

In addition, the figures in Tables 9 and 10 well justify the validity of adding
the proposed new layer. Prior to adding the effect of the proposed technique to
DES’s ciphertexts, few ciphertexts failed some of the randomness tests. When we
added the effect of the proposed technique, the results significantly improved. All
the ciphertexts (after adding the noise caused by the proposed technique) passed
the used randomness tests and the randomness itself is significantly improved.

7 Conclusions and Future Work

The paper proposed a technique for generating sequences of camouflaging codes.
The technique can be intergraded as a closing stage with encryption techniques
to (1) boost the randomness of their outputs (ciphertexts) and (2) provide a
powerful line of defense against cryptanalysis techniques.

The technique is implemented and reasonably tested. The performance anal-
ysis showed that, in general, our technique produces random camouflaging code
sequences with no correlation among these sequences. Additionally, the per-
formance analysis highlighted an important property of our technique: it can
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effectively melt undesired patterns in the ciphertext and therefore make the
ciphertext random. This was evident when our technique improved the random-
ness of the already random ciphertexts and randomized those ciphertexts that
failed some of the randomness tests.

We have three directions for future work. First, we plan to do more testing to
better evaluate the true performance of the technique. Second, we want to study
how our technique impacts the performance of encryption techniques (e.g. AES).
In particular, we are interested in evaluating how our technique can improve the
randomness of encryption techniques’ output. Third, we are currently investi-
gating many ideas to find a better model for hiding the symbols of ciphertexts
(the output of encryption techniques) in the camouflaging code.
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Abstract. Physical unclonable functions are not easy to integrate into crypto-
graphic systems because they age, and are sensitive to environmental interfer-
ences. Excellent error correcting schemes were developed to handle such drifts,
however the computing power needed at the client level can leak information to
opponents, and are difficult to deploy to networks of ultra-low power Internet of
Things.Response-based cryptographymethods,which are server based, use search
engines to uncover the erratic keys generated by the physical unclonable functions,
minimizing the consumption of electric power at the client level. However, when
the defect densities are high, the latencies associated with search engines can be
prohibitive. The statistical analysis presented in this paper shows how the frag-
mentation of the cryptographic keys can significantly reduce the latencies of the
search engine, even when error rates are high. The statistical model developed,
with Poisson distribution, shows that the level of fragmentation in sub-keys can
handle up to 15% error rates. The methodology is generic, and can be applied
to any type of physically unclonable functions with defects in the 15% range, or
lower.

Keywords: Security primitives · Internet of Things · Physical unclonable
functions · Error correction

1 Introduction

Physical Unclonable Functions (PUFs) [1–7], have been developed to provide additional
layers of protection to cyber physical systems, in particular for access control. They act
as the “fingerprints” of microelectronic components, and of the internet of things (IoTs).
PUF were successfully introduced with logic gates to protect field programming gate
arrays FPGA [8]. Since then, PUFs have been successfully designed with static random
access memories (SRAMs) [9], a component available in most electronic devices. How-
ever, such solutions are not always tamper resistant; PUFs are designed with Dynamic
RAMs [10], flash memory devices [11, 12], Resistive RAMs [13–16], and Magnetic
RAMs [17, 18]. PUFs provide excellent authentication, and access control solutions,
without the problem associated with key distribution. They are more difficult to use
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as cryptographic keys, because PUFs are subject to aging, temperature drifts, electro-
magnetic interactions, and various environmental effects [19]. Typically, these effects
produce 2–10% error rates between the initial readings of the PUFs that are stored as
references during enrollment cycles, and the responses generated by these PUFs. The
work presented in this work is agnostic about the selection of a particular type of PUF.
SRAM PUFs were used because they are widely available, and relatively easy to design.

Error correcting (ECC) algorithms can correct most of these errors, and generate
usable cryptographic keys from the PUFs with low false reject rates (FRR), as single-bit
mismatches are not acceptable [20, 21]. Methods such as the ones using Polar codes
have been successfully implemented [16, 22]. Other methods such as those using fuzzy
extractors are extremely powerful, they can correct PUF responses to generate reliable
keys; however some IoT devices may not have enough computing resources to run such
codes [23, 24]. In several cases, helper data [25] is generated upfront by the server,
from error free keys stored in look up tables, to “help” the client device accelerate error
correction schemes. The length of the helper data has to be increased when the PUF
error rates are high.

Response based cryptographic (RBC) methods have the potential to eliminate the
need to use error correction at the client level, as it generates cryptographic keys directly
from the un-corrected responses of the PUFs [26, 27]. This technology relies on the
implementation of efficient search engines, driven by secure servers, which can uncover
the keys extracted from PUF responses by the client device. With 256-bit long keys,
RBC search engines can uncover keys with up to 1% error rates. The elimination of
the weaker cells of a PUF during enrollment cycles [28, 29] can reduce the error rates
below 10-4, which is low enough for a reliable RBC implementation. It has also been
suggested that the fragmentation of the keys into sub-keys can expand the applicability
of RBC in the 15% error range rate [30, 31]. Key fragmentations can reduce the latencies
of the RBC search engine at high error rates, but adds complexity at low error rates. It
is therefore desirable to use key fragmentation only when needed.

The objective of the work presented in this paper is to provide a statistical model,
and to optimize PUF response based cryptographic schemes at various levels of error
rate and fragmentation. Section 2 provides the background information describing error
correcting methods, and the response based cryptography needed to be able to exploit
PUFs as generators of cryptographic keys. In Sect. 3, a statistical model of RBC laten-
cies under various conditions is developed. The effect of the level of random defects
present in the PUF responses on RBC latencies is analyzed for 256-bit long keys. After
presenting methods to fragment these keys into sub-keys, the impact of the level of frag-
mentation on the RBC latencies is analyzed, with the objective of developing predictive
tools. An experimental validation of the suggested models is presented in Sect. 4. The
measurements based on commercially available SRAM-based PUFs greatly validate the
accuracy of the statistical models when the defect densities are large enough to necessi-
tate RBC searches exceeding 100 ms. Finally, we are concluding, presenting how RBC
has the potential to become mainstream, to generate defect free cryptographic keys from
PUFs for networks of low power IoTs.
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2 Background Information

2.1 Error Correction Methods for PUFs

An example of architecture is shown in Fig. 1. The server downloads the “images” of
the PUFs into look up tables during initial enrollment cycles [1]. The term “image” of
the PUF is generic, and will have a different meaning for each PUF. In certain cases, the
image stored in the server will be a set of challenge-responses describing the PUF. In
this study, the image stored in the server is the set of preferential states of each cell of
the SRAM memory array, zero or one, after repetitive power-off-power-on cycles. The
“handshake”, is defined as a set of instructions generated by the server to independently
find a particular address in the PUF, and concurrently read the same 256 cells on each side
[28]; the keys generated from the PUF can contain errors. Each handshake could point
to different addresses, and new keys. Hashing functions and multi-factor authentication
are described in [29] to protect the handshake protocol. In the architecture shown in
Fig. 1, the server generates the helper data [25] from the keys generated with the look up
tables, and the ECC engine. The transmission of the helper is often protected by other
cryptographic schemes. The client devices correct the keys generated from the PUF,
with the helper data, and error correction schemes such as fuzzy extractors [23, 24]. The
helper data is usually as long as the keys to correct. This method consumes computing
power at the terminal level, which may not be available for certain IoT devices. Error
correcting methods can also leak information to the opponents through side channel
analysis.

Fig. 1. Example of PUF-based architecture with ECC. The keys generated from look up tables by
the server differ from the ones generated from the PUF. The server send helper data to the client
device, which uses ECC to retrieve the same key.
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2.2 Response Based Cryptography

An architecture similar to the one presented Sect. 2.1, with RBC instead of ECC is shown
inFig. 2.After each handshake, both communicating parties independently generate their
keys, the one extracted from the PUF contains errors. The client uses its keyK’ to encrypt
a user ID, for example with the Advanced Encryption Standard (AES), and send to the
server the cipher text E(ID; K’). The RBC engine, compares this cipher text with E(ID;
K), the cipher text generated by its error free keyK. Both cipher texts are different unless
the two keys are identical. The purpose of the RBC engine, which is described below,
is to find in an iterative way the key generating the same cipher text E(ID; K’), thereby
uncovering K’ [26].

Fig. 2. Example of PUF-based architecture with RBC. The client device encrypt its user ID with
its key K’. The RBC engine retrieve this erratic key from its key K, and E(ID, K’).

The starting point of the algorithm used by the RBC search engine, as shown in
Fig. 3, is the key K extracted from the image of the PUF, and the cipher text E(ID,
K’), which is openly transmitted by the client device. If the key K’ is at the hamming
distance “a” of K, the RBC has to test first all possible keys with Hamming distances
of i from K, with i ∈ {0, a − 1} by generating ciphers with each key, and comparing
them with E(ID, K’). The server repeats the process within the sphere of Hamming
distance a. For 256-bit long keys, the number of possible keys located on this sphere is(
256
a

)
, which is very large when a is greater than 4. The RBC is limited to PUFs with

low defect densities, its latency becomes excessive when a is greater than 4, for 256-bit
long keys, which correspond to a defect density of only 4/256 = 1.5%. The value of the
combination .. is 1.75 108, if eachmatching cycle takes 1μs, the RBC latencies are in the
three minute range, which is not acceptable. In this protocol, the cipher text E(ID; K’)
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is transmitted through unsecure communication channels, however, this is secure with
cryptographic protocols such as AES-256. The only way to uncover K’ is to possess an
image of the PUF. Previous work presented how the fragmentation of the keys expands
the applicability of RBC to higher defect densities [30, 31], however it is desirable to
minimize the level of fragmentation to reduce the computing power at the client level;
this is the objective of this work. The RBC scheme could be sensitive to potential serious
bias due to the lack of robustness of complex networks under attacks [32], which could
add errors to the handshakes, and the cipher texts transmitted by the client devices.
Mitigation of such attacks should be comprehended in a final implementation of the
RBC. The inclusion of redundant correcting schemes is an example of possible remedy.

Fig. 3. Graphical representation of the RBC engine. The starting point is the key K generated
from the look up table. The iterative search is looking at the key K’ with Hamming distance “a”
from K, by matching the ciphers.

3 Modeling the Latencies

3.1 Effect of Random Defects on RBC Latencies

The RBC matching algorithm compares the cipher text sent by the client device E(ID,
K’), with the cipher text computed by the server. The cipher text of the client device is
computed with the key K’ directly generated from the responses of the PUF. The initial
cipher text of the server E(ID, K), is computed with the keyK generated from the image
of the PUF that is stored in the look up table as reference. If the two ciphers are different,
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the server generates the 256 cipher texts from the 256 keys having a Hamming distance
of one from the PUF challenges, and compares them to the cipher text transmitted by
the client device from the responses.

The process is iteratedwith keys having higherHamming distances to find thematch-
ing cipher. If the 256-longkeys contain exactlyX errors, and the latency of one encryption
and matching cycle is τo, the average latency L(X,1,256) of the RBC search is given by:

L(X,1,256) = τo[
∑i=a

i=0

(
256
i

)
− 1

2

(
256
X

)
] ≈ τo

2

(
256
X

)
(1)

For example if X = 4

L(4,1,256) = τo + τo

(
256
1

)
+ τo

(
256
2

)
+ τo

(
256
3

)
+ τo

2

(
256
4

)
(2)

≈ τo
2

(
256
4

)
= 8.74107τo (3)

Using (1), the average RBC latencies L(X,1,256), L(X,1,128), L(X,1,64), L(X,1,32), and
L(X,1,16) are computed, and summarized in Fig. 4, as a function of the number of error
X per key, with an assumption that τo = 1 μs. In the experimental work, we use generic
AES-256 to generate the cipher texts from 256-bit long cryptographic keys, which has
a latency of 500 ns with PC powered with quad-I7 chips from Intel.

Fig. 4. Average RBC latency with various X’s, and key size. With 256 & 128-bit long keys, the
latencies with X greater than 5. With 32 & 16-bit long keys, the cryptography is exposed to brute
force attacks.
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The RBC algorithm is efficient when the error rates are small enough. The latencies
of the RBC search engines are too slow to process PUFs with error rates higher than
1%, which is the case of most PUFs without other correcting methods. The RBC search
fails when the latency exceeds a time limit. In this implementation, the server rejects
the authentication of the client device when the latency exceeds 10 s, and initiates a new
handshake. If the false reject rate FRR at each cycle is below 1%, and three attempts are
judged acceptable, the cumulative FRR is below an acceptable 1 part per million (1 ppm)
level. Themaximum acceptable level of defect X for the RBCwith 258-bit long keys is 3,
which is acceptable with PUF technologies showing low defect rates. The SRAM-based
PUFs used in the experimental section of this paper have defect rates below 10−4 when
the fuzzy cells are removed from the distribution during the enrollment cycle. The RBC
scheme in this simple form is not applicable to mainstream SRAM-based PUFs having
error rates in the 2–10% range.

Figure 5 is a set of graphs showing the value of the average RBC latencies L(X,1,256/k)
at various numbers of errorsX with key lengths of 256/k, in which k is respectively equal
to 1, 2, 4, 8, and 16. Shorter keys have average RBC latencies that are much lower at
equivalent error rates. For example, the RBC searches are always below 100 ms with
16-bit long keys. However, these shorter keys are not secure enough against brute force
attacks.

Fig. 5. RBC latencies L(X,1,256/k) as a function of X, and various key length: 256-bit (k = 1),
128-bit (k = 2), 64-bit (k = 4), 32-bit (k = 8), and 16-bit (k = 16).
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3.2 Poisson Distribution for RBC Latencies

For a given defect density, the number of bad bits vary key to key. Using Poisson
distribution, with a density of error D, and a 256-bit long key, the coefficient λ = 256D
is used to calculate the probability Pλ(X) to have X erratic bit in the key:

Pλ(X) = e−λ λX

X! (4)

For example if λ = 4, the probability Pλ(X) versus X (x-axis) is represented in
Fig. 6:

Fig. 6. Poisson distribution Pλ(X) when λ = 4.

WhenMax(λ) of X is defined as the value of Xwith meaningful probability to occur,
the average RBC latency A(λ,1,256) for the coefficient λ, and the average defect density
D = λ/256 affecting 256-bit long keys is given by:

A(λ,1,256) = τo
∑X=Max(λ)

X=0
Pλ(X) .L(X,1,256)

= τo
∑X=Max(λ)

X=0
e−λ λX

X! [
i=X∑
i=0

(
256
i

)
− 1

2

(
256
X

)
]

≈ τo
2

∑X=Max(λ)

X=0
e−λ λX

X!
(
256
X

)
(5)

The value Max(λ), with λ varying from 1 to 6, is shown in Fig. 7. The parameter λ

is a real number while the value of X, and Max(λ) are natural integer numbers.
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Fig. 7. Distribution Pλ(X) with λ = 1, 2, 3, 4, 5, and 6.

4 Fragmentation into Sub-keys

To reduce the latencies at higher error rates, we propose the fragmentation of the keys
generated by the PUF into sub-keys, also 256-bit long, which are padded with random
numbers.

4.1 Padding of the Sub-keys

In a fragmentation by two, the first sub-key is generated by keeping the first 128 bits of
the 256-bit long key generated by the PUF, filled with a 128-bit long pad containing no
errors. The last 128 bits of the PUF, also combined with a 128-bit long pad, generate the
second sub-key. Statistically, the two sub-keys show error rates that are half those of full
key error rates. In the RBC scheme, the client device sends two cipher texts generated
by the two 256-bit long sub-keys. The RBC search engine can process the resulting two
ciphers much faster to find the erratic key generated by the PUF. In a fragmentation by
k ∈ {2, 4, 8, 16}, the first sub-key is generated by keeping the first 256/k bits of the key
generated by the PUF, filled with a (256–256/k)-bit long pad containing no errors. The
subsequent k sub-keys are generated in a similar way. Such a method is shown in Fig. 8.
The use of padding is widely adopted inmany cryptographic schemes to enhance entropy
[33]. The padding technology is of prime importance to be able to safely fragment the
keys into sub-keys of equivalent strength, however, it is not part of the work presented
in this paper, to study the effectiveness of various padding methods.
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In the prototype developed here, the padding schemes are secretly shared between the
communicating parties during the handshake cycles. The server XORed 512 randomly
selected the position of the ternary states of the image of the PUFwith themessage digest,
which is a result of the hashing of a salted random number. The salting technology is
implemented with multi-factor authentication. This 512-bit long data stream is needed
by the terminal device to eliminate the fuzzy cells of the PUF, and cherry pick the most
stable cells of the PUF. The data stream is called a mask. Out of the 512-bit long mask, a
128-bit block is generated to pad the first 128-bit long sub-key, thereby resulting with a
full 256-bit long key, inwhich only 128 bits can be impacted by an erratic PUF. The salted
message digest changes during each handshake, and is kept secret. The fragmentation
proposed in this paper is agnostic on the preferred padding technology, as long as it is
error free, and contains enough entropy.

Fig. 8. Use of padding for key fragmentation. The padding use secret information exchanged
during the handshake cycles.

4.2 Statistical Considerations for the Key Fragmentation

The parameter A(λ,k,256) is defined as the average latency to find the matching keys with
RBC, a Poisson coefficientλ, a fragmentation by k sub-keys, and 256-bit long keys. Each
sub-key are filled with error free padding to form 256 keys. The average density of error
per sub-key is D’ = 1

k , D, with D being the average defect density observed on 256-bit
keys before fragmentation. However, the average defect density affecting the fragment
of the sub-keys generated by the original key is still D. Therefore, the coefficient of
Poisson per sub-key is: λ’ = λ/k. The corresponding distribution of probability Pλ’(X)
given by (4).
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To estimate the average latency A(λ,k,256) for a group of e handshakes hwith h ∈ {1,
e}, is assumed that after handshake h, the k sub-keys Ki)h, with i ∈ {1, k}, have each a
number of errors h(i), which is following the distribution of Poisson with the coefficient
λ/k. The RBC latency hof handshake h is given by:

(6)

The average latencies A(λ,k,256) for the group of e handshakes are summarized in
Table 1, and given by:

(7)

When e is large enough, the k terms describing the average latency if the sub-keys
Ki, with i ∈ {1, k}, of (7) are equal, and described by the Poisson distribution of (5):

1

e

∑h=e

h=1
L(h(i),1,256/k) = A(λ/k,1,256/k) (8)

Table 1. Average latency of k sub-keys, after e handshakes.

With A(λ/k,1,256/k) been the RBC search latency of a 256/k bit long key with a
coefficient of Poisson λ/k, and without fragmentation. Equation (7) can be written as:

A(λ,k,256) = k .A(λ/k,1,256/k) (9)
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It is assumed that X = Max(λ/k) is the highest number of error per 256/k bit long
sub-key, with the meaningful probability to occur, following the distribution Pλ/k(X),
and with the coefficient λ’ = λ/k. The average latency A(λ,k,256) can be written as:

A(λ,k,256) = k τo
∑X=Max(λ/k)

X=0
Pλ/k(X)[

∑i=X

i=0

( 256
k
i

)
− 1

2

( 256
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)
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With Poisson distribution, this is written as:
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4.3 Effectiveness of the Key Fragmentation

The effectiveness η of a fragmentation by k is given by the ratio of the latency before
and after fragmentation:

η = A(λ,1,256)/k A(λ/k,1,256/k) (12)

The effectiveness is summarized as follow:

• The averagedefect densities of each sub-key after fragmentation isD/k. The coefficient
λ’ is k time lower than λ, which pushes the entire Poisson population, including X =
Max(λ/k), toward smaller values.

• The portions of the sub-keys for the RBC search with errors are k times smaller. The

RBC latencies are computed with factors proportional to

(
256/k

i

)
versus

(
256
i

)
,

which are much lower.
• The incorporation of a multiplication by k on (7) and (8) has a small impact, unless

the defect densities are extremely small.

4.4 Predictive Model

Equations (10) and (12) are appropriate to model RBC average latencies, as a function
of the defect density λ, and the level of key fragmentation k. The Poisson distribution
at various level of defects is summarized in Table 2. The average latency as computed
in Fig. 5 allows a rough estimate of the expected RBC average latencies:

• Without fragmentation, k = 1, the RBC probability P(X > 3), in color in Fig. 11, is
approximately 2% when λ = 1; 15% when λ = 2; and 40% when λ = 3. The latency
for P(X = 3), see Fig. 6, with τo = 1 μs is close to one second. Assuming that the
acceptable latency is 10 s, and that the location of the defect density follows a Poisson
distribution the maximum acceptable defect will be around λ = 2, a defect density D
= 2/256 of about 1%.
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• With a fragmentation by two, k = 2, the RBC latency for P(X = 3) is 10 times lower,
and the latency for P(X = 4) is below ten seconds. The defect density of λ = 2, is D
= 2/(256/2) ≈ 1.6%, and the maximum acceptable defect density is about 2%.

• With a fragmentation by four, k = 4, the RBC latency for P(X = 5) is below ten
second. The defect density of λ = 3, is D = 3/(256/4) ≈ 4.6%, and the maximum
acceptable defect density is about 6%.

• With a fragmentation by eight, k = 8, the RBC latency for P(X = 7) is below ten
seconds. The defect density of λ = 5, is D = 5/(256/8) ≈ 15.6%, and the maximum
acceptable defect density is about 16%.

With a fragmentation by 16, k = 16, the RBC latencies stays below ten seconds. The
scheme should be able to handle any defect density.

Table 2. The color code of the table is showing when a given fragmentation results in RBC
latencies below 10 s; gray for k = 1; orange for k = 2; purple for k = 4; blue for k = 8 and 16.

P(X)  % λ=1 λ=2 λ=3 λ=4 λ=5 λ=6
X=0 37 14 5 2 0.6 0.2 
X=1 37 27 15 7 3.3 1.5 
X=2 18.4 27 22 15 8.4 4.5 
X=4 6 18 22 20 14 9 
X=4 1.5 9 17 20 17.5 13 
X=5 0.3 3.6 10 16 17.5 16 
X=6  1.2 5 10 15 16 
X=7  0.4 2.2 6 10 14 
X=8  0.8 3 6.5 10 
X=9  0.3 1.3 3.6 6.9 
X=10  0.5 1.8 4.1 
X=11  0.2 0.8 2.2 
X=12  0.3 1.1 
X=13  0.1 0.5 
X=14  0.2 

A simplified model is proposed based on (9), to estimate the average RBC latencies
for integers λ = 1, 2, 3, 4, and 5, and with k = 1, 2, 4, 8, and 16:

A(λ,k,256) = k .A(λ/k,1,256/k) ≈ k
τo
2

(
256/k

λ

)
(13)

These estimated RBC latencies A(λ,k,256)), as a function of the defect densities D =
λ/(256/k), are plotted in Fig. 9.

These estimated RBC latencies (y-axis) using Eq. (11) with Poisson distribution, as
a function of the defect densities D = λ/(256/k), (x-axis) are plotted in Fig. 10.
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Fig. 9. Modelling the RBC latencies, A(λ,k,256) ≈ k τo
2

(
256/k

λ

)
, based on the natural values of

λ between 1 and 10. The curves are fitted around these values.

Fig. 10. Modelling the RBC latencies with Poisson distribution and A(λ,k,256) = k A(λ/k,1,256/k).

5 Experimental Validation

5.1 Development Board

The experimental set up is shown in Fig. 11. To validate experimentally the effective-
ness of the RBC with fragmentation, commercially available 32-Kbyte SRAM devices
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from Cypress semiconductor were used as PUFs. During enrollment, the SRAMs are
submitted to power-off-power-on cycles, and the resulting patterns are stored in look
up tables. About half of the flip-flop of the SRAM cells are mainly responding to such
power-off cycles as a “0” state, about half as a “1” state. The error rates of such PUFs
are in the 2% to 10% range, due to the cells that have instability in their responses.

Fig. 11. Development board with SRAM-based PUF, and 200 MHz RISC MCU. The PC with
2.9 GHz quadcore processor performs the RBC searches.

The error rates can be reduced to levels below 10−5 by cycling the SRAM multiple
times during enrollment, and by eliminating the cells that are not consistent.During 1,000
power-off cycles, about 20% of the cells are showing instability, while the remaining
80%are respondingwithout errors. The error rates of the SRAMPUFs can be adjusted by
tracking the position of the cells in the array, and selecting the group of cells with defect
densities between 0%, and 20%. The mapping of the cells, and their respective defect
density is stored in the server in look up tables. The client device does not memorize
any of the enrollment information; it is assumed that the client device can be lost to
the enemy. The SRAM PUFs, which are used in this analysis, are not tamper resistant;
however, they are appropriate for this experimental work.

WiFire development boards fromDigilent, powered byMicrochip,were used to drive
the SRAM PUFs. These boards contain 200 MHz 32-bit RISC microcontrollers from
MIPS, ADC/DAC converters, 2 MB flash, and 512 KB RAM. The embedded software
and cryptographic protocols to extract 256-bit keys from the PUFs were written in C,
with software implementation of AES-256, and SHA-256.
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On the server side, Window 10 PCs powered by Intel I7 quad core processors were
used, they can process an AES cycle in less than one microseconds. The cryptographic
protocol is randomly pointing at 256 cells in the PUF, every 2 s; the RBC search engine
operates with various levels of fragmentation, and PUF defect rates. For each configura-
tion fragmentation-level of defect, the PC typically performed 100 reads with different
handshakes and randomly selected 256-bit long keys, and stored the resulting data for
analysis.

5.2 Experimental Data

To acquire statistically significant data, the RBC latencies are averaged over 100 hand-
shakes, and the PUF error rates vary from 0 to 20% by increment of 1%. For each level
of error rate, and new handshake, the server, and the client device independently gener-
ate 256-bit long keys. The RBC search engine of the server experimentally measure the
latency needed to find a keymatching the one generated by the PUF, with fragmentations
by 1, 2, 4, 8, and 16. The data used in Fig. 12 was generated with the measurement of
500,000 cells randomly selected, and 10,000 cycles of RBC search.

Fig. 12. Experimental measurement of RBC average latencies with 256 Kbit SRAM-based PUF,
200 MHz RISC MCU development bard, and Window-10 PC with 2.9 GHz I7 quad.

The results of the experimental work can be summarized as follows:

• At low defect densities, below 1% rate, the quad-core processor of the PC faces delays
due to initialization cycles of 1ms, and themanagement of themulti-taskingoperations
of the PC. The fragmentation increases proportionally with these initialization cycles
up to 20 ms for k = 16. In this range, the RBC is faster without fragmentation, and
associated overhead.
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• Above defect densities of 1.5%, the fragmentation schemes are needed to keep RBC
latencies acceptable. A fragmentation by two is enough to handle defect densities of
2.5%, a fragmentation by four handles 5%, and a fragmentation by 8 handles defect
densities higher than 16%.

• The fragmentation by 16 can handle any level of defects within less than 100 ms.

The SRAM-based PUFs characterized have defect densities in the 2% to 8% range,
therefore a fragmentation by 8 yields consistently reliable RBC searches. With elim-
ination of the erratic cells, and defect densities in the 10−5 range, the fragmentation
schemes are not needed.

5.3 Comparison Between Experimental and Models

Below 20 ms latencies, the model does not take into consideration the response time of
the PC; above 10 s, the latencies are not acceptable to a normal user case. Therefore, the
back-to-back comparison between experimental and modelling data is focusing in the
100 ms to 10 s range, as shown in Table 3:

Table 3. Defect densities needed to reach a given latency. Experimental versus model.

Defect densi es to reach 
 0.05s to 10s latencies  k=1 k=2 k=4 k=8 k=16 

@0.05s 
Experimental 1.3% 1.9% 3.5% 11% 
Simple Model 0.9% 1.9% 4.7% 11.5% 

Poisson 0.8% 1.7% 4.5% 14.5% - 

@0.1s 
Experimental 1.4% 2.0% 4.0% 13% - 
Simple Model 1.0% 2.2% 5.2% 12.8% - 

Poisson 0.9% 1.9% 5.2% 16.8% - 

@1.0s 
Experimental 1.7% 2.4% 5.0% 18.5% - 
Simple Model 1.2% 2.7% 6.3% 16.8% - 

Poisson 1.2% 2.6% 7.2% - - 

@10s 
Experimental 2.2% 3.0% 6.4% - - 
Simple Model 1.5% 3.3% 7.7% - - 

Poisson 1.4% 3.5% 10% - - 

• The defect densities needed to reach latencies between 0.1 s and 10 s measured
experimentally are roughly similar to the ones anticipated by the model.

• For k = 1, about 1% defect rates requires 0.1 s latency for an RBC search, 1.5%
requires 1 s, and 2% requires 10 s. The measurements are slightly faster than the
model at the same defect density.
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• For k = 2, about 2% defect rates requires 0.1 s latency for an RBC search, 2.5%
requires 1 s, and 3% requires 10 s. The measurements are slightly slower than the
model at the same defect density.

• For k= 4, about 4% defect rates requires 0.1 s latency for an RBC search, 5% requires
1 s, and 7% requires 10 s. The measurements are slower than the model at the same
defect density.

• For k = 8, about 13% defect rates requires 0.1 s latency for an RBC search, 18%
requires 1 s, and all other defect densities are matched by the RBC engine in less than
10 s. The measurements are slightly faster than the model at the same defect density.

• Both experimental data, and modelling data, show that a fragmentation by 16 always
yield successful searches in less than 100 ms, regardless of the defect densities.

6 Conclusion and Future Work

The objectives of the statistical models developed in this work to predict accurately the
efficiency of key fragmentation where achieved. The experimental measurements based
on SRAM-based PUFs are validating these models, when the latencies are greater than
100 ms, to alleviate the inherent latencies of the PC.

The resistance based cryptography is applicable to PUFs with defect densities below
1% (for 256-bit keys), which is the case when fuzzy cells are mapped during enrollment,
and removed during key generation. This eliminates the need to use error-correcting
methods, helper data, and thereby simplifies PUF-based cryptographic protocols, and
enhances security of networks of low power internet of things. Methods to fragment
PUF-generated keys enhance the effectiveness of RBC algorithms; a fragmentation by
8 can handle error rates in the 15% range.

The statistical models developed in this work can be used for the following
applications:

• Design and optimization of networks of power-constrained IoTs, secured by PUFs.
The level of fragmentation is minimized to comprehend the quality of the PUFs used
in the system. The level of fragmentation can be coupled with machine learning
algorithms to follow the aging of the PUFs, and drifting environments.

• Unequally powered cryptographic systems to protect terminals subjected to variable
threats, with noise injection. Noise can be added to the keys generated by the client
device to increase the difficulty of the RBC search. High Performance Computers
(HPC) are then used at the server level placing at a disadvantage opponents with
inferior computing power.

• Enhancement of the digital signature schemes to secure the blockchain technology.
A network of distributed IoTs will use the PUF technology to generate public-private
key pairs. Each IoT generate public keys from the keys extracted from the PUFs, and
the RBC engine of the certificate authority validate the public keys.

We see the need to complete this research work with various PUFs, which may not
have the same distribution of errors as SRAM-based PUFs. The focus is on tamper resis-
tant PUFs to enhance security when the client devices are under side channel analysis.
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We are studying alternative statistical distribution beside Poisson distribution, which
will describe the behavior of various PUFs. We are also conducting experiment with
High Performance Computing (HPC), and the implementation of parallel computing to
further reduce latencies.

Finally, the deployment of the technology to industry will require the design of cus-
tom secure microcontroller, protecting the client devices from side channel analysis. The
statistical models enable the development, and optimization of improved RBC schemes
mitigating various attacks.
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Abstract. With the fast increase in network connectivity and reliance on infor-
mation systems, the number of sophisticated threats has increased rapidly, hence
demanding the development of intelligent security protection systems that are
resilient to these new threats. This research has been conducted as an improve-
ment to the Intrusion Detection Systems (IDS) detection methodology; it aims to
design not only a framework for an intrusion detection system but also to make
this system interact intelligently. The proposed IDS could self-customize itself
to adopt different network topologies and network traffic situations and serve as
a self-learner, which is a feature not seen in most commercial and open-source
intrusion detection systems.

Keywords: IDS · Intrusion detection system · Intelligent agent · Network
security · Threat detection

1 Introduction

Millions of worms, viruses and other malware are created every day, according to
McAfee, the percentage of spam in email traffic in the third quarter of 2017 reached
55.9%, also there were more than 57.6 million new malware samples, the WannaCry
attacks alone infected more than 300,000 computers in over 150 countries in less than
24 h [1]. Adversaries are relentlessly targeting every corner of the digital world, from
computer networks to bank’s websites, spreading to social networks and mobile devices.
Their attacks didn’t steal information or damage systems only, but costed the global
economy as much as 400 billion dollars a year [2].

Researchers, specialists, and companies are continuously trying to create and develop
various tools to respond to these vicious onslaught attacks targeting today’s digital sys-
tems. Intrusion Detection Systems (IDS) are considered as a critical component for
network security which can deal with internal and external attacks. They support secu-
rity specialists with the ability to perform real-time security monitoring and identify
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abnormal patterns. Many research papers have been conducted to improve the quality of
intrusion detection systems, but they still have their problems, especially when it comes
to high false-positive ratios, operational issues in high-speed environments, working
with encrypted traffic and the difficulty of detecting unknown threats.

In this paper, a new intrusion detection framework is proposed that could not only
detect intrusions but benefit from intelligent agents’ structures and knowledge base
systems to detect new and unknown attack patterns. This will improve the security
posture of the guarded network and provide further confidence to network security
engineers about their system’s detection capability. The proposed intrusion detection
framework will serve as a self-learner, which is a feature not seen in most commercial
and open-source intrusion detection systems.

2 Related Work

IDSs are classified into three categories based on their approach of detecting and ana-
lyzing intrusions: Misuse/Signature-based IDS, Anomaly-based IDS, and hybrid-based
IDSs.

Signature-based IDSs are based on a set of signatures that identify hostile traffic of
known security threats. These signatures are used to analyze the data streams traversing
through the network; when a flowmatches a signature, the flow is marked as an intrusion
[3].

Signature-based IDSs are used widely because they are effective and accurate in
combating against the known security threats. In addition, they are easy to use and have
low false-positive rates. However, they remain completely ineffective against unknown
attacks, because signature-based IDSs can combated attacks only if their signatures
are known. Therefore, signature-based IDSs require updating the signatures database
regularly [4, 5].

Themisuse detection concept traditionally implemented using a rule-based approach,
but many data mining approaches have been suggesting automating the process of rules
generation and pattern extraction. Other researchers use data mining techniques to build
effective models to classify traffic and recognize malicious data instead of rules.

Using a rule-based approach involves preparing a set of rules that describe the behav-
ior of known security threats. The rules are used to analyze the data streams traverse
through the network. If the data in the traffic matches the rule, it is considered as intru-
sion and appropriate action is taken. The main advantage of this approach is the low
false-positive rate achieved and high accuracy in detecting known attacks. In addition,
this approach facilitates tracking down the cause of an alarm. It provides detailed infor-
mation about the current attack. The attack information is specified when the rules have
been written. On the other hand, rule-based techniques can only detect intrusions when
their details are available. Unknown attacks can’t be detected because there are no rules
for them in the rule base, so the rule base needs to be updated constantly. Also inspecting
packets to form rules is expensive in termsof time,money, and resources. Security experts
would be required to study and analyze the malicious traffic, write down observations,
findings, and patterns, then write the corresponding rule. Some researchers suggest the
use of machine learning techniques such as association rules, evolutionary computation
and fuzzy logic to automate and enhance the process of rules generation.
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Association rules mining can be used to analyze malicious network traffic and find
correlation between attributes, hence be used to extract attacks patterns and forming
rules. Using Association rules mining for intrusion detection reduces the efforts done
by security experts to analyze attacks and write corresponding rules [6]. Alternatively,
the amount of data needed to extract useful patterns is huge. It should contain enough
samples for each type of attack. Another issue with applying association rules mining
for intrusion detection is that it often generates lots of irrelevant rules and redundant
rules because of the similarity properties found within network traffic.

Another issue with rule-based IDSs is that it can be evaded if the attacker applies
slight changes in his intrusion behavior; because these IDSs use strict signaturematching
systems, and any slight change in the pattern will lead to an evasion of detection system.
As a countermeasure, fuzzy logic is used to make the IDS more flexible, and give it the
ability to recognize attacks even though their behavior has slightly changed [7]. While
the concepts of partial truth and uncertainty of fuzzy logic will improve the flexibility
of the IDS, it requires tremendous efforts to build the fuzzy system. For each input,
multiple fuzzy sets should be defined with their corresponding membership functions.
Also, a set of fuzzy rules should be prepared to be used in the fuzzy inference process
[8].

Some researchers suggested the use of evolutionary computation algorithms for
misuse intrusion detection. Evolutionary algorithms are effective in rules devising and
preparing process. The problem with this technique is the mapping between the intru-
sion detection problem and the solution (evolutionary computation algorithms), how to
convert the rules into chromosomes, what fitness function to use, how to generate the
random initial generation. Authors in [9] and [10] use the principles of evolution in a
Genetic algorithm (GA) to generate the rules for misuse IDS. GA starts with randomly
generated rules; these rules will evolve until a set of very effective rules is selected.
Author in [11] used artificial neural network (ANN) and fuzzy clustering to enhance the
detection accuracy and stability for low-frequent intrusions. Their proposed procedure
consists of three stages: first, a fuzzy clustering technique is used to generate multiple
training subsets. Based on these training sets, different ANNs are trained to generate base
models in the second stage. These models will have lower complexity. This will enhance
the learning process and make it more accurate and robust, especially for low-frequent
attacks. In the third stage; the different results are aggregated using a fuzzy aggregation
module. This approach is promising in detecting already known attacks, and it raises
the detection rate for infrequent attacks in the training data set, However, this IDS will
face some problems in detecting unknown attacks, because if new behavior (normal or
abnormal) is seen and differs from what the fuzzy clustering algorithm learned, the IDS
will fail in classifying this event correctly.

The second approach for intrusion detection is anomaly-based IDSs. Anomaly-based
IDSs raises alarm when the detected object is falling outside a predefined description of
normal behavior. It expects that malicious activities are different from normal activities.
It relies on the distance between the two behaviors [12]. This approach is promising
because it can detect unknown attacks since it doesn’t rely on known attacks signatures.
Alternatively, anomaly-based IDSs are capable of classifying network traffic as normal
or abnormal only; hence, it can not specify the type of the attack even if it is an already
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known attack. In addition, using anomaly detection increases the false-positive rate,
because some normal data shows the same patterns as malicious data, and because the
systems and network are changes every day, what is normal todaymay become abnormal
and vice versa. Anomaly detection can be implemented using three main techniques,
rule base detection, data mining models and statistical detection.

Using a rule-based in anomaly detection requires preparing a set of rules that
describes each possible normal behavior. Rules could be written by experts or auto-
matically generated using association rules mining, fuzzy logic, and evolutionary com-
putation algorithms. The main problemwith this approach is the difficulty of designing a
rule base that could completely cover all types of normal behavior. The insufficient num-
ber of rules will increase the false-positive rate because any normal activity that didn’t
have a corresponding rule in the rule base will be considered as an intrusion [7]. As in
Misuse rule-based intrusion detection, association rules and fuzzy logic could be used
to enhance the system. Author in [8] proposed an anomaly-based intrusion detection
system using fuzzy logic and association rules mining. The proposed approach starts
by splitting the dataset into two sets; training data and testing data. The training data
will be mined to generate fuzzy rules. The generated rules will be stored in the fuzzy
rule base which is an important part of the fuzzy system. In the test phase, the fuzzy
system will process the testing data and classify it as either normal or abnormal data.
This method utilizes the flexibility and uncertainty of fuzzy logic without the need for
a security expert to design and write the fuzzy rules; it reduces the efforts and time
required in building the IDS. Alternatively, it didn’t specify the type of attack even if
it is already known. It only raises an alarm when an intrusion is detected, without any
information about the intrusion.

Data mining algorithms can be trained to generate effective models that can identify
and recognize normal behavior. Those models are more flexible than rule-based detec-
tion and easier to implement and can learn from incomplete data. This approach faces
two challenges: features selection and data set preparation. To train machine learning
algorithms, a set of effective features should be defined and extracted from network
traffic. If the selected features are trivial or not strongly affecting the result of the classi-
fication, the generated model will be inaccurate and will generate a high false-positive
rate. Also, the data set which will be used to train the data mining algorithm should
contain a good diverse of normal activities and should be authentic. If the used data
set contains malicious data, the generated model will consider this malicious data as a
normal activity, and fail in detecting such an attack [7]. Author in [12] proposed mul-
tiple classifier systems for accurate payload-based anomaly detection, the system uses
a combination of One-Class SVM Classifiers to learn the normal behavior based on
some payload statistics. The research aims to achieve high detection rate and low false-
positive rate in shellcode detection, especially the case of polymorphic attacks, where
the shellcode is capable of creating different and multiple variants of malicious code
before sending it to the victim, so it’s very hard to be detected by signature-based IDS.
The third type of anomaly detection is statistical anomaly detection. It uses statistics to
differentiate between normal and abnormal behavior. It can be implemented as threshold
detection or profile-based systems. Threshold detection requires calculating the number
of occurrences of an event or attribute over an interval of time. If the number is greater
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than the predefined threshold value, the intrusion is assumed and an appropriate alarm is
raised [13]. While threshold detection is good in detecting flooding and probing attacks.
It is not efficient in the detection of other types of intrusions. Profile-based systems
require creating a model for normal user behavior, then comparing the recent behavior
of the user with this model. Any significant deviation is considered as intrusion [14]. The
profile for normal user behavior should balance between detection rate and false-alarm
rate. A wide profile can decrease the detection rate, whereas a narrow profile can cause
a high rate of false alarms [7].

To overcome the shortages and problems of misuse IDSs and anomaly-based IDSs,
researchers have suggested the use of a hybrid IDS. They aim to integrate the flexibil-
ity and intelligence of anomaly detection methods with the accuracy and reliability of
misuse detection methods. When implementing hybrid IDSs, two main issues should be
considered: selecting suitablemethods for anomaly andmisuse detection. Since there are
various methods available for each type of detection, selecting good pairs is challenging
and may be very difficult. The second issue is determining the integration framework
that specifies how the twomethods work together. There are several available integration
framework methods.

Anomaly–misuse sequence is designed to reduce the false-positives rate by excluding
alarms that are not classified as alarms by the misuse detection system. But this sequence
will cancel the role of Anomaly detection; it is equal to the use of misuse detection
only. Misuse–anomaly sequence aims to detect unknown intrusions missed by misuse
detection systems, but this approach cannot solve the problem of a high false-positive
rate. Parallel detection allows each type of detection to work alone, and then it correlates
the results to provide a stronger detection decision [7].

3 Proposed System Overview

Intelligent agents have the property of adaptability and scalability; they are able to learn
from their own experiences and environment [15]. This research utilizes the concepts
and features of intelligent agents and applies them in the intrusion detection field.

Intelligent agents’ structures vary from a simple Table-driven agent to a utility-based
agent. Table-driven agents are very simple agents that depend on percept/action lookup
tables, whereas utility-based agents have a goal and aim to achieve it [15].

In this paper, the proposed intrusion detection system is a utility-based agent that
aims to maximize the detection rate and reduce the false-positive rate. It evaluates its
decisions and learns from the results, then changing its behavior to enhance the detection
in the future.

4 System Components

Intelligent Intrusion Detection System (IIDS) consists of nine components and three
data stores; Fig. 1 shows the architecture of the proposed IIDS and the relation between
its components.
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Fig. 1. Proposed system components.

The following subsections provide a detailed description of each component.

4.1 Trainer

This component is responsible for customizing the IDS to make it suitable for the
containing environment. The trainer accomplishes the following tasks:

1) Network Discovery: The trainer will draw a complete map of the network, by iden-
tifying the properties of each asset in the network. The map contains the IP address,
MAC address, role (DNS server, HTTP server, host/workstation, etc.), services and
running the operating system of each device in the network.
The trainer sends the map to the Knowledge Manager where it will be used to
add a suitable set of rules to detect abnormal flows; for example, if device A is a
host/workstation according to the map, and the IDS detect DNS request sent to A.
This activity will be considered as intrusion, even though the DNS request is not
malicious in itself, but sending it to a normal host is the abnormal activity.
Themap is also valuable for the anomaly detector component. The anomaly detector
computes how many packets of a specific type sent to/from critical devices, such
as the number of HTTP GET requests that have been sent to the HTTP servers in a
specific period. The anomaly detector needs the map to know the IP address of the
HTTP servers, DNS server, etc.
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2) Policy understanding:
The trainer extracts the following information from the security policy of the
organization:

a. Illegal interaction with digital systems.
Some organizations prevent the employees from using the organization’s digital
resources for their benefits, for example, some organizations do not allow brows-
ing social media websites during official working hours, other determines inter-
net download limit, and such restrictions should be extracted from the acceptable
use policies for the IDS to raise an alarm when any violation occurs.

b. Holiday and vacation schedule and work time
The trainer extracts holiday and vacation schedules and official working sched-
ules because the traffic rate in holidays differs from the rate during a normal
workday. In addition, some critical devices should not be accessed outside the
work time.

c. Important security-relevant events’ schedules
The IDS should know the schedule of any security-relevant event such as scan-
ning and penetration testing, etc. to avoid generating alarms or dropping such
traffic. To extract this vital information, the trainer should have the ability to
understand the structure of the used security policy template, or it could ask the
administrator to enter this information using GUI or predefined XML format, or
the trainer can use text analysis techniques to extract this knowledge from these
policies. After that, the trainer will send it to the Knowledge Manager to update
other components.

d. Extract entities’ dependencies and relations.
Some devices in the network cannot accomplish their tasks without the help of
other devices, for example it common to find web application servers depending
on a backend database server or server to answer client’s requests. The trainer
determines these dependencies and relations by analyzing traffic flows between
devices. After preparing a dependency map, the trainer will send it to the knowl-
edge manager, so that it will be available for the predictor component which
needs this map to complete its work.

4.2 Knowledge Manager

Knowledge Manager is the component responsible for manipulating and managing
knowledge of IIDS. It receives the requests for change from other components and
applies the requested update on the knowledge base. Each time it receives a request
it records the modification event. This will facilitate knowledge exchange and knowl-
edge recovery operations. It also provides a good reference for the knowledge evolving
process.

4.3 Misuse Detector

This component is one of the two core components of IIDS; the aim of using the misuse
detector is to benefit from its accuracy and reliability in detecting known attacks.
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Instead of creating a new methodology for misuse detection, rule-based IDSs such
as snort can be used, because it is one of the most commonly used IDSs in signature-
based intrusion detection and prevention systems and they proved their effectiveness in
detecting known attacks.

4.4 Anomaly Detector

This vital component is designed to detect unknown attacks that can evade the misuse
detector. Unlike misuse detectors, it does not need any information about the attack
behavior. It has good knowledge about the normal behavior and any behavior differs
from this learned normal behavior, will be detected and marked as an attack.

The proposed anomaly detector is a protocol-based anomaly detector, where for
each protocol a complete anomaly detector should be designed. Figure 2 illustrates the
complete picture of the anomaly detector. Each anomaly detector consists of three parts,
RFCValidator, DataMining Classifier and statistics anomaly detector as shown in Fig. 3.

The RFC validator compares the traffic to the standard specifications (RFC), which
is a technical and organizational document that describes the structure and the content of
each protocol (Request for Comments (RFC)) [17]. If the traffic violates these specifica-
tions it will be considered abnormal. This type of validation is not enough, because some
malicious traffic falls within these specifications and standards. To detect such attacks,
data mining techniques are used to learn the normal behavior and generate flexible mod-
els that can recognize normal behaviors. Besides the data mining models, statistical
anomaly detectors are needed, because, in some attacks, the abnormal property is not in
the content of the packet but in the total number of packets.

The IIDS anomaly detector is designed as a protocol-based anomaly detector to
reduce the false-positives rate, which is usually high in anomaly detection techniques.
Learning each protocol alonewill simplify the learning process andmake itmore focused
in detection because the protocols’ traffic differs from each other. When data mining
techniques try to learn all these protocol characteristics together it will be confused and
generate inaccurate models, because what is considered normal in HTTP may not be
normal in SMTP, and the distinctive attribute that can be used to distinguish the normal
traffic from the abnormal traffic in HTTP, differs from the distinctive attribute of SMTP,
so it’s better to create separated anomaly detector for each protocol.
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Fig. 2. Anomaly detector.

Fig. 3. Anomaly detector components.
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4.5 Attacks Sensor

This component is responsible for generating attacks’ report which summarizes the
attacks that happened in the network and has not been detected by the anomaly detector
and misuse detector. The detection methodology that is used relies on analyzing logs
searching for attacks’ results. It receives logs from different important applications and
anti-virus software running on selected devices within the network. It then searches
through these logs to find any error, failure, suspicious programs detected by anti-virus
or any other indication of attacks’ existence.

Attacks sensor is different from the intrusion detection systems that detect attacks
based on logs. Those IDSs search in the logs for attack behavior, whereas attacks sensor,
searches for attacks results. For example, to detect Denial of service attacks, IDSs will
search for a huge number of requests sent to the application in a short amount of time,
where attacks sensor will search for resource limitation warning messages in the logs.

The second objective of attacks sensor is to generate a report that describes the
current state of the network and provides a list of attacks that targeted the network hosts.
This report is important for the evaluator because it provides the answer to “what my
actions do?”, also it is needed by the predictor to know the current state of the network.

4.6 Evaluator

The evaluator could be considered as the brain of the proposed IIDS. It is responsible for
learning from previous threat experiences and intelligently detects and discovers new
threat patterns.

Initially, the evaluator determines if the previous decisions that have been taken by
the IIDS are correct or not. This is done by comparing the attacks’ report and CIRT
team’s feedback with the previously raised alarms. CIRT team’s feedback contains a
list of alarms marked as false-positive by the CIRT teams and another list of alarms
marked as solved by the CIRT team. The solved alarms will be considered correct
decisions and false-positive alarms will be considered as wrong decisions. Other alarms,
the evaluator will compare it with the attacks report to know if they were correct or not.
After determining the correctness of previous decisions, the evaluator will benefit from
this experience and update the knowledge of the IIDS, this is done as follows:

If the decision was wrong, the evaluator will check the type of failure; false-positive
or false-negative. False-positive means that there was normal traffic identified as an
intrusion by the IIDS, and false-negative means that the IIDS didn’t detect an intrusion
[18].

If the type of the failure is false-positive, the evaluator will check the source of this
false alarm, if the source is the rule-based misuse detector, the evaluator will update
the ruleset. If the source is the anomaly detector, the IIDS will update the parameters
of the used data mining technique. Alternately, if the type of failure is a false-negative,
the evaluator will notify the anomaly detector and change the parameters of the data
mining technique. Also, the evaluator will try to form a special rule for the new attack,
by analyzing the traffic and extracting distinctive patterns. Figure 4 illustrates the overall
process.
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To be adaptable to changes, the evaluator generates new data mining models peri-
odically. It stores samples of the traffic with its accurate labels and uses data mining
algorithms to extract new features from this new and accurately classified traffic. After
that, the evaluator generates new classification models using these new features and data
set. The new model will stay under test until the evaluator ensures its maturity. Once it’s
mature, it will be used instead of the old model.

4.7 Predictor

Predictor aims to predict what type of attacks and failures will happen in the future,
and which host will be the target of the attack. This information will help the CIRT
team in protecting hosts and responding to security incidents. The predictor generates
predictions based on the current state of the network, dependency map and predefined
knowledge that summarizes the attackers’ behavior. The current state of the network
is provided by the attacks sensors report, alarms raised by the misuse detector and the
anomaly detector and CIRT team’s feedback. The current state will help the predictor in
deciding which hosts are infected or crashed. Dependencies map is important because if
host A depends on host B to accomplish its task, and host B is down, then host A will not
be able to complete its tasks. In addition, the predictor will rely on a set of rules defined
based on the known behavior of attackers. Those rules will be identified by studying
multiple attacks’ scenarios and analyzing their phases and steps.

4.8 Knowledge Exchanger

As any intelligent agent, the knowledge of IIDS will be evolved over time. IIDS
will be consistently learning about attacks and intrusions behaviors. The knowledge
exchanger component is responsible for sharing this vital knowledge with other IIDSs.
This component will give the IIDS the ability to export and import knowledge.

5 Evaluation

This section evaluates the IIDS according to a set of requirements that should bemet dur-
ing the designing andbuilding phases. These requirements are: adaptability, effectiveness
in detection, and interoperability.

1) Adaptability: this requirement is required for the IDS, to compete with the changes
in the network; the following features improve the adaptability of the IIDS:

a. The trainer will scan the network periodically to discover any change in the
network map and update the rules according to the discovered change.

b. The evaluator will update the knowledge rules and data mining parameters based
on the evaluation results.

c. The knowledgebase contains lists of commonly used values for some protocol
fields. These lists are used in some data mining features in the anomaly detector,
for example, the set of common methods for HTTP is {GET, POST, HEAD,
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Fig. 4. Evaluator.

CONNECT, OPTIONS}, this set could be extended in the future. When the
evaluator discovers a new common value, it will be added to the list. In addition,
the administrator can add values to these lists.

d. The design of the RFC validator can be enhanced, by allowing the administrator
to store the validation in XML format, and then the RFC validator will validate
the traffic according to the XML file. This will allow the administrator to update
the IIDS when a new RFC version is published.

e. The evaluator will choose new features and build new models periodically,
because the featureswhichwere considered robust todaymay become ineffective
and useless in the future.

2) Interoperability: This requirement is indicated by the ability of IDS in working with
other IDSs [16]. The proposed IIDS has the ability to exchange knowledgewith other
IIDSs via the knowledge exchanger component. In addition, the IIDS can interpolate
with the conventional rule-based IDSs, because it has a misuse detector and a rule
set and it can interchange the rules with them. Also, it can exchange knowledge with
IDSs that use data mining techniques. IIDS can benefit from the set of features used
by these IDSs, the evaluator can evaluate these features and use them to build new
models.

3) Effectiveness: This requirement represents the accuracy of IDS in attack detection. It
can bemeasured by different metrics, such as: detection rate, false-positive rate [16].
The IIDS is expected to have a high detection rate because the misuse detector will



334 R. F. Hriez et al.

detect the known attacks and the anomaly detector will detect unknown attacks. In
addition, the detection rate of the IIDSwill be enhanced over time, because IIDS can
learn from the bad experience, and create new patterns and new customized model
for the misclassified attacks. The false-positive of IIDS will depend on the anomaly
detector effectiveness, becausemost of the IDSs, which use anomaly detector, have a
high false-positive rate.However, to reduce the false-positive rate, the IIDSemploys a
protocol-based anomaly, where amodel for each protocol is created.Which expected
to reduce the false-positive rate.

6 Conclusion

This research proposes a new intrusion detection framework that is capable of intelli-
gently detect and discover new threat patterns. The proposed IDS can self-customize
itself to adopt different network topologies and network traffic situations and can be
trained to improve its detection accuracy, by learning from previous experiences.
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Abstract. Implementing andmaintaining Information Security (IS) in a digitized
ecosystem is cumbersome. Multiple complex frameworks and models are used to
implement IS, but these are perceived as hard to implement and maintain in digi-
tized dynamic value chains and platforms. Most companies still use spreadsheets
to design, direct and monitor their information security function and demonstrate
their compliance. Regulators too use spreadsheets for supervision. This paper
reflects on longitudinal Design Science Research (DSR) on IS and describes the
design and engineering of an artefact architecture, coined as LockChain, which
can emancipate boards fromsilo-based spreadsheetmanagement and improve their
visibility, control and assurance via integrated dash-boarding and a reporting tool.
LockChain is not a traditional Information Security Management System (ISMS)
but is used for the design and specification of information security requirements
andmeasures and privacy requirements.We elaborate “Why”we used Design Sci-
ence Research into valorisation of the concept of LockChain, we explain “What”
we have established in terms of the technology of LockChain and “How” it is
applied and the added value LockChain brings for companies on cost savings,
Security and Privacy by Design engineering culture and Digital Assurance.

Keywords: Information security controls · Security requirements · Security
measures · Security by design · Privacy by design · Digital assurance

1 Introduction

When starting this research journey in 2008, securitywasmainly IT-oriented and themain
focus was on using IT controls to mitigate or detect security vulnerabilities. Research
has shown that the number of security incidents has increased [1] over the years, as has
the financial impact per data breach [1]. Mastering emerging technologies such as big
data, Internet of Things [2], social media and combating cybercrime [3], while protecting
critical business data, requires a team instead of a single IT person [4]. To protect this
data, security professionals need to know about the value of information and the impact
if it is threatened [4]. IT risk management requires different capabilities, knowledge and
expertise from the skills of IT security professionals [5]. Hubbard [5] refers to the failure
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of ‘expert knowledge’ in impact estimations and to the importance of experience beyond
risk and IT security, such as collaboration and reflection [6].

1.1 Problem Statement

In the past [7] IT security controls were implemented based on best practices prescribed
by vendors, without a direct link to risks or business objectives [7]. These controls
depended on technology and the audits and assessments (in spreadsheets) were used to
prove their effectiveness [8]. The problem with this approach lay in the limitations of
mainly IT-focused security and security experts working in silos with limited, subjective
views of the world [9]. This is important, as information security is subject to many
different interpretations, meanings and viewpoints [10]. In the case of IS, this refers to
interactions and reflection between actors e.g. the business, data owners and industry
peers on the appropriate level of risk appetite and security maturity [9]. Thus objectiv-
ity relates to reality, “truth reliability”, testability and reproducibility, while subjectiv-
ity refers to the quality of personal opinions. Intersubjectivity involves the agreements
between social entities and the sharing of subjective states by two or more individuals
[11].

The state of security in 2010 shifted towards “information security”. ISO specifies
information security as “protecting information assets from a wide range of threats in
order to ensure business continuity,minimise business risk andmaximise returnon invest-
ment and business opportunities” [12]. Its core principles are Confidentiality, Integrity
and Availability (CIA) [12]. Later non-repudiation and auditability were added to com-
ply with audit and compliance regulations. Thus Information Security should ensure
a certain level of system quality and assurance [13]. In 2010 many organisations used
spreadsheets to practice risk and security management and also proof their assurance
via spreadsheets [14, 15].

The scope of Information Security was then expanded to other disciplines in the
enterprise since digital became more and more common in our way of doing business
[16]. In their book “Information Security Governance”, Von Solms and Von Solms
describe the growing number of disciplines involved in IS [17]. By 2011 IT managers
and IT security managers were increasingly urged to engage with business to determine
risk appetite and the desired state of security. In 2005 ITGI proposed to co-develop
IS together with the business [4]. Since 2011, the role of culture [10], awareness [18],
compliance [19] and knowledge sharing [9] has also been included in security strategy
frameworks [20]. Due to research on IT governance at the AntwerpManagement School
(AMS) [21], relational mechanisms such as culture, behaviour and knowledge were
incorporated in the COBIT 5 Information Security Framework [22] in 2012.

IT staff still find it difficult translating security controls into concrete actions in the
initial phase of a design and build of software [23]. Because of this complex processes,
employees focus on continuous maintenance of documentation to please internal and
external regulators, instead of value creation for customers. Khan states in his paper
“Due to constantly shifting regulations, businesses today are having to audit their IT
compliance requirements on average four and a half times per year. Nowmore than ever,
the act of adhering to regulatory requirements requires an ongoing commitment [24]”.
Without an automated process security & privacy by design and continuous delivery
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will not be possible [25]. Compliance processes are complex and time consuming, often
manual and the evidence has to be found numerous times for different audits, reviews
and different regulators [24].

Up to 2016, the subjective silo approach to IS was designed, maintained and reported
via spreadsheets [8]. Experts mapped multiple control frameworks [26] from ISO, ISF,
COBIT 5 in spreadsheets and these are still used by regulators such as the Dutch Central
Bank [27]. Powell et al. [28] discovered in 483 error instances in 50 spreadsheets. The
Powell research is one of the largest examinations into spreadsheet errors. They have
identified; Mechanical errors arising from typing or pointing errors, logic errors arising
from choosing the wrong function or creating the wrong formula and omission errors
arising from misinterpretation of the situation to be modelled. Volchkov stated that col-
lecting evidence of effectiveness of the controls via spreadsheets has limitations [29]
and pose a risk on its own. So Governance Risk and Compliance (GRC) tools moved
towards information risk, due to the Sarbanes-Oxley Act, and were designed for large
enterprises. GRC implementations are complex and their maintenance requires dedi-
cated staff [30]. Integration of GRC tools with operational data via Security Information
and Event Management (SIEM) functionality is reserved for companies with extensive
budgets and sufficient staff [30].

Filling in spreadsheets with answers to questionnaires is subject tomanipulation [28]
because it is not a closed-locked-down cycle. Spreadsheets are stored –sometimes double
versions- on decentral systems, sometimes not well protected which makes evidencing
unreliable. Spreadsheet data is limited to subjective opinions and there is little room
for reflection. Spreadsheet data cannot always be gathered from the original sources,
which reduces authenticity and integrity [31]. Intersubjective aspects were missing from
past timeframes, unless companies used third parties to interpret the data. Objective
aspects are not covered, since the various objects (operational processes and data) are
not interconnected. Javid Khan quotes “The use of smarter and more intuitive tools
and technologies, along with automating processes, will enable organisations to gain
the benefits they are seeking, such as real-time alerts, better reporting and bringing
all data sources together. Going forward, there will be increased demand for this type
of technology that can optimise the compliance process, both from a management and
maintenance point of view [24]”.

This brings us to the following problem statement:
“Maintaining a realtime security administration (e.g. insight and oversight) on the

end to end digital assurance is cumbersome. Specifically in a large Agile oriented
enterprise with multiple DevOps teams that is subject to multiple regulations.”

1.2 Design Science Research to Design and Engineer the LockChain Artefact

As mentioned above traditionally, security and risk processes are being implemented by
IT or security people only. Most of the time via spreadsheets and Microsoft Word files
residing all over the organization with a lack of proper central administration [6]. Khan
states “Given that compliance is such a complex and time-intensive task, automating
some of the processes can make realizing compliance on a continuous basis easier to
achieve. It can also reduce the potential for human error and make the entire process
more accurate and more efficient [24].”Over the period 2016-2019 we have established
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an artefact which addresses all of these future digital assurance problems via Design
Science Research (DSR). According to Hevner, DSR is based on three major domains:
the “Knowledge base” domain, the “Environment” domain and the “Design Science”
domain [32]. The first is concerned with knowledge items produced and maintained
with academic rigor. Theories, frameworks, models and techniques are produced in
science and contribute to such rigor. These are then applied via the design science cycle
to the practical environment, which includes organizations, systems and people with
real-life problems. At the heart of the DSR framework is the design science cycle,
which is concerned with receiving input from the knowledge base, applying this in
environments and receiving feedback, in order tomaster problems and establish artefacts.
The three cycles at the center of the framework represent the continuous feed-forward
and feedback cycles which strengthen the design and development of the artefact. The
main function of this design cycle is to establish and maintain the artefact and the main
purpose of the artefact is to solve problems. The process of assessing and refining the
artefact requirements is necessary to continuously test the artefact for its relevance to the
practical environment (mainly to solve problems) and its contribution to the academic
rigor (knowledge base). Creating business value due to the application of DSR artefacts
is described as “valorization” and demonstrated in our earlier work [33].

Fig. 1. Hevner’s design science research framework for the design and engineering of security
artefacts [32].

Hevner et al. [32] produced a broad framework which is used worldwide to perform
and publish DSR work. This framework is visualized in Fig. 1 contrasts two research
paradigms in information system research: behavior sciences and design sciences. Both
domains are relevant for Business Information Security (BIS) because the first is con-
cerned with soft aspects such as the knowledge, attitudes and capabilities required to
study and solve problems. The second is concerned with establishing and validating arte-
facts. To put it more precisely, Johannesson and Perjons distinguish between the design,
development, presentation and evaluation of an artefact [34]. Wieringa distinguished
many methods for examining numerous types of problems, e.g. design problems and
knowledge problems [35]. In this project we used Hevner’s work as a frame of reference
to establish, build, test and valorize the artefact coined “LockChain”.
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2 Lock the Chain of Evidence

LockChain is based on addressing three major problems in BIS [6] being a) silo based
thinking and working, b) lack of central administration and oversight on information
security requirements on paper versus implementation “one single source of truth” in
a scaled agile environment, c) distributed decision making on risk and security with-
out having a clear chain of evidence “end-to-end trust”. Departing from these problems
we started establishing the first functionalities according to the architecture framework
visualized below in Fig. 2. LockChain departs from the principle that security, risk and
privacy requirements are being maintained and registered in a central administrative
repository. This repository is an integrated database of requirements definition as well
as implementation. The result is a more reliable data and therefor better verifiable and
auditable. The repository is being accessed and written into by authorization of multiple
stakeholders, with clear role based access. Nowadays, with autonomous DevOps teams,
it is required to do this in a more distributed and automated manner. This is facilitated
for DevOps teams via LockChain since the process of design, requirement setting is
done in LockChain and develop, build, deploy, testing and logging changes in version
controls is completely automated in the Continuous Delivery Pipeline (CDP) [36] and
not in LockChain. The architecture including the functionalities is displayed in Fig. 2.
The principle of LockChain is that the central repository is being fed by control objec-
tives originated by regulating bodies, community bodies, security frameworks and/or
auditors referred to as “the Body of Knowledge”. Normally the design of these controls
in IT systems is something the IT department does but since IT is an integrated part
of our day to day business more and more people are involved in designing and build-
ing new business models and associated systems, regardless if they are in the “Cloud”
are on premise. To enable DevOps teams designing and building new applications the
LockChain technology guides the autonomous team to design the IT chain end to end
from cloud providers to external suppliers. By explicating the “End to End” assets and
their owners this enables the asset owner and privacy officer to identify what kind of
data is being processed. The level of Confidentiality, Integrity and Availability of the
data being processed and the location of the application determines the level of security
controls. The LockChain technology presents the required security controls per asset
and requires the associated officers to authorize before going live. Traditionally the 1st

line security officer, 2nd risk officer and data privacy officers or compliance officer all
need to review, endorse and/or approve the going live of the application into produc-
tion, depending on the internal effectuation of the Three Line of Defense model [37].
This chain of approvals as evidence, into the technology basically locks down (time
and name stamping) the required assurance you need in order to demonstrate compli-
ance, this refers to the terminology “Lock the Chain”. Since LockChain also enables
3rd parties to access the system you are also able to involve Cloud providers or third
parties that need to adopt and comply to your company security standards. LockChain
technology enables on the one hand one source of truth for Cyber, Information Security
and Privacy, and facilitates on the other hand privacy and security by design. The real
time administration of the technology ensures near real-time end to end trust, oversight
and enables efficient assurance.
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3 LockChain in Practice

In practice, more and more business models are changed and disrupted due to Infor-
mation Technology (IT) [38]. Business owners, business developers and assets owners
sometimes seek their own way in acquiring new technologies when they feel the IT
department does not enable them but blocks innovations and new business models, Silic
et al. refer to “Shadow IT as IT behind the curtain” [39]. Therefore the need for early
involvement of IT and Security staff in designing these new business models and their
associated technologies is needed. Normally the assessment of information security risks
begins with a Business Impact Assessment (BIA) on the digital asset, making it a busi-
ness driven activity. The terminology Business Information Security (BIS) [40] also
means you involve business and IT and security departments end-to-end across com-
pany silos. The DevOps team members such as developers, product owners, engineers
are responsible for the development of their solution, supported by the business and asset
owners and the craftsmanship the need to develop and maintain for this [41]. LockChain
enables this end to end BIA process as well as determining the security requirements.
In the section below we describe how it works and how it contributes and demonstrates
its value:

As outcomes from theLockChain technology and the rigorous process teammembers
need to follow, the team will establish the CIA rating (Confidentiality, Integrity and
Availability) which determines the level of security controls is required. As a result
to the BIA process and CIA rating a complete data register, based on current privacy
regulations (including theGeneral Data ProtectionRegulation (GDPR)), a list of security
requirements and associated measures is presented. In such a way it is fully aligned
with the company’s policies. The LockChain technology also presents you the residual
security risks that remain “open” after application of the security controls. This residual
risk is determined based upon the Threat and Vulnerability Analysis (TVA). In case it is
required, an additional Data Protection Impact Assessment (DPIA) can be performed,
involving the Data Protection Officers (DPO) who can sign of on it.

Although common in mature organizations, the LockChain technology allows to
reduce the burden and cost of information security risk management. A case study at a
large financial institute indicated that the overall time spent on traditional security and
risk processes is reduced by 50%, all roles and responsibilities that need to approve
and sign off included. It also reduces cost of maintenance by 60%. As an example, a
Business Impact Assessment (BIA) without existing documentation is considered to
take an average of 44 h from initial steps to complete review. With LockChain, this
time is reduced to an average of 22 h. As another example, the establishment of security
requirements and the inherent Threat and Vulnerability Analysis (TVA) consumes an
average of 69 h without pre-existing documentation. LockChain narrows this down to an
average of 31 h. With existing documentation, assessment process takes an average of
31 h, time is reduced to 12 h, including the complete reviewprocess. In terms of expenses,
LockChain reduces the cost of a complete process on a single application/solution from
10K euros to 4.8K Euros for a new asset, without any existing documentation. For an
existing asset, cost goes down from 4.3K euros to 1.8K euro’s in average. Considering a
large enterprise with 5000 application, in theory can realize a reduction of the total risk,
security and compliance expenses of 56%.
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4 Future Developments

The development of the LockChain technology will continue in anAgile manner. Allow-
ing the users and stakeholders (environment) provide feedback to the design and devel-
opment team to further enrich and scrutinize the Body of Knowledge, as proposed by
Hevner et al. [32] and extended in other work of the authors on building LockChain
alike artefacts [6, 42]. Extensive additional literature research has been conducted in
2019 as part of a Master in Science project at Open University to gain new insights into
future requirements. Future research and development efforts will primarily focus on
expanding the automation of control testing evidence. This Information Security Man-
agement System (ISMS) functionality connects with the Configuration Management
Database (CMDB), allowing to automatically export the security configuration set up
to the assessment and cross-examine the information already residing in the documen-
tation. This will increase the reliability of the evidence, lower the level of manual labor,
lower the error-rate caused by spreadsheet usage, and lower the frustration currently
being experienced when collecting multiple spreadsheets and Word versions. It will
also decrease the subjective discussions on the quality of evidence. The Service Appli-
cation feature of the LockChain technology is expected to reduce redundancy in the
documentation and ease communication between the DevOps Teams. Future research
and development will also be focused on how LockChain can orchestrate and further
automate operational security processes. An example is the design of security control
User Access Management “user verification”, this will be designed in the LockChain
technology and automatically kicks of periodical process of verifying users based on pre-
defined criteria. Collecting evidence back from these processes back in the LockChain
technology can be facilitated via an Application Programmable Interfaces (API). On
the privacy management part it is planned to automate the detection of personal data
flows between solutions. In combination with relevant metrics, and role base access,
the intent is to facilitate the audit by third-parties and even regulator bodies. Therefor
enabling “API based supervision” by the regulator instead of sending spreadsheets and
documents. Additional privacy requirements and measures will be added, facilitating
an application to the new extension of ISO/IEC 27001 and ISO/IEC 27002, the ISO
27701:2019 for privacy information management.
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5 Conclusion

The case study used for this paper allows to reduce the cost of security and risk processes
by 60%. The case study company onboarded more than 1200 applications in less than
a year and facilitates more than 1100 users, and includes the daily connection of 100
unique users, designing, maintaining and approving the security of critical assets. The
development was based on a scrum organization of the work in a state of the art Contin-
uous Delivery Pipeline (CDP) according to the CDP autonomy prescribed by Humble
and Farley [41], with releases of updates every two weeks and a presentation of the
new update by the developers themselves (End of Sprints). This method allows both the
users and the development team to receive feedback on the use and needs of the product
and its requirements. With rituals like these End Of Sprints (EoS) it establishes a close
alignment with the business.

With Security first being practiced only in IT it is now transformed to Business
Information Security, where business takes ownership over their critical assets and col-
lectively with security teams designs, orchestrates and applies the requirements. This
collectively designing and orchestration of automation is referred to as SOARAccording
to Gartner’s SOAR market guide, “by year-end 2022, 30% of organizations with a secu-
rity team larger than five people will leverage SOAR tools in their security operations,
up from less than 5% today”.

While collectively designing and developing the controls on assets, it also encourages
ownership and stimulates craftsmanship throughout the company; ownership because
each valuable and knowledgeable party is consulted and tracked in its analysis; crafts-
manship because the DevOps teams are “by design” guided to the security of their
application.

A positive side effect of LockChain is the development of a “Security by Design”
culture in the DevOps teams of an enterprise. The simplification of security adminis-
tration, led to an increase of comments and concerns, awareness on security at the very
early stages. The same is observed regarding privacy topics when processing personal
data. After a time of usage of LockChain, the challenge of security and privacy mea-
sures tends to “shift to the left”, gradually reducing the time to review and administer.
Ultimately resulting in improved oversight, visibility and control into Security, Risk and
Compliance (SRC reporting), via dashboards for the Chief Information Security Officer
(CISO), Chief Risk Officer (CRO) and Data Protection Officer (DPO). Figure 3 and 4
display two dashboard examples present in the LockChain artefact.
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Fig. 3. Screenshot of the artefact dashboard function, general dashboard available to all users

Fig. 4. Screenshot of the artefact dashboard: all information about a specific asset/solution
compiled in one place.
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Abstract. Computing systems and mobile technologies have changed
dramatically since the introduction of firewall technology in 1988. The
internet has grown from a simple network of networks to a cyber and
physical entity that encompasses the entire planet. Cyber-physical sys-
tems (CPS) now control most of the day to day operations of human
civilization from autonomous cars to nuclear energy plants. While phe-
nomenal, this growth has created new security threats. These are threats
that cannot be blocked by a firewall for they are not only cyber but cyber-
physical. In light of these cyber-physical threats, this paper proposes a
security measure that promises to enhance the security of cyber-physical
systems. Using theoretical cyber, physical, and cyber-physical attack sce-
narios, this paper highlights the need for additional monitoring of cyber-
physical systems as an extra security measure. Additionally, we illustrate
the efficiency of the proposed monitor using a Shannon entropy proof,
and a multiple security domain nondeducibility (MSDND) proof.

Keywords: Cyber security · Intrusion detection · Smart grids ·
Energy networks

1 Introduction

In May of 2017, a ransomware attack held most of the developed world
hostage, crippling healthcare systems, manufacturing systems, and multiple crit-
ical infrastructures across the globe. The British National Health Services was
forced to limit health care to only emergency cases [7]. If not for a timely kill
switch, the attack could have brought forth catastrophic damage to nuclear
plants, air transportation systems, and many other infrastructures. The Wan-
nacry [7] ransomware attack is a recent example of a now critical threat. A great
many cyber and physical attacks keep cropping up all over the world, most
notably; the Iran stuxnet attack [4], which, according to Iran’s civil defense
agency, was still a threat in October of 2018 [18], the byzantine replay attack
[19], and the Ukraine power grid attack that left more than 230,000 people
without electricity [20]. The author in [22] provides an extensive list of typical
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security threats that are facing smart-city CPS and detailed countermeasures
available to defend against these. Because cyber-physical systems (CPS), are
physical entities with cyber functionality, traditional cybersecurity measures are
simply not sufficient to mitigate the threat posed by this new wave of cyber-
physical attacks [1]. While traditional cyber attacks were easily deducible and
susceptible to prevention by means of a firewall or antivirus software, it has been
shown that recent attacks like the Iran Stuxnet attack could go undetected for
long periods of time [5]. A search for a solution to these threats should, there-
fore, focus on making the occurrence of such attacks almost impossible, and if
the attacks remain possible, then they should at least be swiftly deducible.

The protection of cyber-physical systems cannot depend on the effective-
ness of a single detection mechanism [5]. However, the majority of the proposed
Cyber-physical security measures have centered around the notion of a single
monitoring unit. The Shadow Security Unit (SSU) [16] proposed by Cruz et al.
is a viable idea, but considering that the SSU is a single unit that employs only
cybersecurity measures, a cyber attack that targets the central monitoring unit
itself, if not detected early, could be fatal to the rest of the CPS. Scaglione, Peis-
ert, and McParland acknowledge the need for both a centralized and distributed
monitor but the proposed monitor is only an algorithm [14]. While it’s a great
algorithm, it’s still a cyber measure which will inevitably be vulnerable to some
cyber attack. The same could be said about the Intrusion Detection Systems
(IDSs) [15], that is, IDSs are also a single cyber measure. For an extensive look
at the many cyber attacks, industry CPS models, and common cyber measure,
we direct the reader to [19].

Other than purely cyber measures, some scholars have proposed the use of
physics based measures to detect attacks, but these very rarely provide ways
to mitigate the attacks or prevent them in the first place [21]. The primary
idea of those methods is that physical properties of the system models can be
used to detect attacks. The author in [21] presents a detailed survey of recent
physics-based attack detection schemes in CPS models. Our research proposes
the addition of a hybrid monitor spread over virtual nodes with randomized
features. This addition to a CPS would provide a much-needed auxiliary layer
of security and also enhance attack deductibility.

This paper is arranged as follows: Sect. 2 introduces the tools used in testing
the viability of the proposed hybrid monitor as a security measure for CPS.
Section 3 gives a comprehensive look at the hybrid monitor, listing its features
and the reasoning behind each feature. Section 4 explains the methodology used
to demonstrate the efficiency and effectiveness of the hybrid monitor. Section 5
presents the test scenarios and proofs. Section 6 wraps up with a short conclusion.

2 Background

This research employs the Future Renewable Electric Energy Delivery and Man-
agement (FREEDM) [2] System as a model CPS. Shannon entropy [8] is used
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as a tool to test the effectiveness of the monitor as a security measure. The mul-
tiple security domain nondeducibility (MSDND) [1] is used as a tool to test the
effectiveness of the monitor in detecting attacks.

The FREEDM system center is an engineering research center funded by the
National Science Foundation and spanning number of universities including but
not limited to North Carolina State University, Missouri University of Science
and Technology and Florida State University. The research center developed an
energy management and distribution smart grid testbed located at the North
Carolina State University that is also referred to as FREEDM [2]. The heart of
this energy system is the Distributed Grid Intelligence (DGI) [2], an intelligent
algorithm that implements energy management and distribution using modular
adapters to interact with devices in a smart grid over different interfaces. In this
paper, the FREEDM system is employed as a test subject for the implementation
of the hybrid monitor proposed here.

The MSDND model is a security model that tests the integrity and confi-
dentiality of a cyber-physical architecture. The MSDND model uses logic proofs
to test information flow security; that is, how information moves among user
groups within the security domains (SDs) that make up the system [1]. Howser
and McMillin show that maintaining information flow security in CPS is chal-
lenging because the flow is irrevocably linked among the CPS’ cyber and physical
units [1]. Therefore, the MSDND model is employed to account for both cyber
and physical information flow paths. The model defines two system properties
namely: MSDND secure and notMSDND secure [1]. An MSDND secure system
implies that for information flowing from entity A to entity B, entity B cannot
deduce whether the information is valid or erroneous. This also means while an
MSDND secure system is desirable if the goal is to maintain confidentiality, it
can be an indicator of the possibility of an attack going undetected. A notMS-
DND secure system implies the alternative, that is, entity B can evaluate the
correctness of information obtained from entity A. Therefore, in the event of an
attack, Howser and McMillin show that a notMSDND secure system could easily
detect the occurrence of an attack [1]. Thudimila and McMillin demonstrate the
superiority of MSDND over traditional electronic and cryptographic solutions
[3] when applied to detection of attacks in Automatic Dependent Surveillance-
Broadcast (ADS-B) air traffic surveillance system [3]. For this research, MSDND
is used to analyze whether a CPS with a hybrid monitor in place would deduce
the occurrence of an attack.

Phan et al. introduce the idea of using information flow-metrics like Shannon
entropy to measure information leakage in CPS programs [9]. Li uses Shannon
Entropy to break down the physical dynamics of CPS and goes on to show
the negative entropy that communication adds to the general entropy of a CPS
[10]. In this text, Shannon Entropy is used to illustrate the decrease in the
possibility of an attack in a CPS after the introduction of a hybrid monitor.
This demonstrates the value of adding a hybrid monitor to CPS architectures
as an extra security measure.
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Shannon entropy is an information theory concept derived from the gen-
eral idea of information entropy that was developed and introduced by Claude
Shannon [8]. Entropy is basically a measure of uncertainty in a communica-
tion system where a low entropy value implies minimal uncertainty and a high
entropy implies the contrary. Shannon entropy defines entropy (H) as:

H[X] = E[I[X]] (1)

Where I is the information content of the discrete random variable X. Therefore
we can further define E[I(X)] in terms of the probability mass function of X:
i.e,

E[I[X] = E[−log(P (X))] = −
∑

i

P (xi)log(P (xi)) (2)

The generally definition of entropy H then comes to:

H[X] = −
∑

i

P (xi)log(P (xi)) (3)

3 The Hybrid Monitor

To better protect cyber-physical systems, this research proposes the addition of
a monitor. Many other researchers have explored the use of hybrid monitoring
to ensure safety or/and security in CPSs. Li et al. propose extended hybrid
automata modeling for vehicular CPSs as a safety and control measure [11]. Mao
and Chen also introduce a runtime hybrid automaton monitoring framework for
the Cooperative Adaptive Cruise Control Systems (CACC) [12]. This research
borrows the idea of hybrid monitoring but with randomization as an additional
feature. The addition of randomization in information flow paths’ generation
increases the system’s entropy and in turn, reduces the chances of a successful
attack in a generic CPS. That is because a higher number of information flow
paths increases the number of points the attacker has to corrupt to remain
undetected. Below is a detailed break down of this hybrid monitor’s features;

– The monitor is hybrid, that is, both virtual and physical, central and decen-
tralized. The monitor would have both a virtual component and physical
component. The virtual components would be implemented as a hidden algo-
rithm in every Supervisory control and data acquisition unit (SCADA) in
the CPS. The physical component of the monitor would be a physical unit
independent of the entire CPS and running a monitoring algorithm whose
function is to oversee the operations of the monitor’s virtual components.
The physical component is, therefore, a central unit and the virtual compo-
nents are the decentralized units. Pasqualetti et al. [13] shows that this kind
of model is complete for attack detection.

– The monitor should be intelligent enough to generate physical invariants for
every information flow path in the CPS. An invariant is simply a logical
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assertion that should always be true throughout an execution cycle. There-
fore physical invariants are logical properties of a CPS that cannot be trans-
formed by cyber entities and should always be held true. Having physical
invariants makes the CPS vastly more secure because they are secure from
being corrupted by cyber attacks. With that in mind, the hybrid monitor uses
generated physical invariants as a validator of the information received from
other system modules. The automated generation of physical invariant using
machine learning, deep learning or linear regression is also a viable research
area. The automation of invariant generation is explored further by Cruz et al.
[16] and Weimer et al. [6].

– The virtual components of the monitors would continuously generate a ran-
domly increasing number of paths for the flow of information between any two
CPS entities. The physical monitor should also generate a randomly increas-
ing number of virtual paths as a compliment to a physical path for the flow
of information between any two virtual components of the monitor.

– All paths generated by the monitor should be independent of each other.
This ensures that all the randomly generated paths cannot be collectively
corrupted by an attacker.

– To reduce the information flow overhead, information sent through the mon-
itors should be sent through a randomly chosen path among the generated
paths and then white noise should be transmitted on the rest of the paths.

– The monitor should have a routing algorithm that can be employed if the
monitor detects a failure or corruption at any of the CPS’ entities.

– Communication between the virtual and physical monitor should be done on
an entirely different network than that used by the rest of the cyber-physical
system.

Note that this hybrid monitor is only a theoretical idea but the exact phys-
ical realization should at the very least aim to implement the above mentioned
features.

4 Methodology

This research uses two methods to highlight the significance of introducing a
hybrid monitor to a CPS.

4.1 Method 1

The research employs attack scenarios to examine the security of a CPS with
and without the hybrid monitor. There are three attack scenarios, that is, A
purely cyber attack like a ransomware on a CPS, a completely physical attack
like the attacker inflicting physical damage to the CPS by, for example, cutting
wires and a cyber-physical attack like the Iran Stuxnet attack expounded upon
in Kushner’s [4] and Karnouskos’ [5] work.
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4.2 Method 2

In the second method, the research uses two proof models i.e Shannon entropy
and MSDND to show that the addition of a hybrid monitor makes a CPS less
susceptible to an undetected attack and much more effective at deducing attacks
when they do occur.

5 Results

This section details the three attack scenarios, their respective results, the Shan-
non entropy proof, and MSDND proof.

5.1 Cyber Attack Scenario

As mentioned in the background, the FREEDM system is controlled by a dis-
tributed algorithm called the DGI. The DGI is set up to run on multiple nodes
spread out over a network. It provides an interface for energy management appli-
cations to communicate with physical power devices.

Fig. 1. The DGI under a WannaCry attack

Let us assume that a DGI node is being held hostage by the wannaCry ran-
somware (Fig. 1). This kind of attack is rather easy to detect because ransomware
attacks normally make the user aware that the attack is in progress. Therefore,
for this scenario, attack deductibility is not important. But because the attacker
is holding a node hostage, all information flowing through this node could be
infected by the attacker. This could give the attacker further access to other
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nodes since all nodes of the DGI share state information. At this point, it’s clear
that the entire DGI could be held hostage. Since the DGI manages the entire
FREEDM smart grid system, the entire CPS would be either rendered useless
or could be left vulnerable to more damaging attacks.

Now let’s consider a scenario where a hybrid monitor was in place with
virtual units running alongside every DGI node and a physical unit to oversee
the virtual units. Because all traffic that goes through a node is verified by the
monitor and subjected to physical invariants generated by the monitor, it would
be easy for the monitor to flag the presence of the ransomware. Since the monitor
has information flow routing capabilities, all state information from other nodes
would be safely rerouted through other nodes. While the infected node would
not be saved, the rest of the DGI would continue to function without threat.

5.2 Physical Attack Scenario

For this scenario, we assume that an attacker has inflicted physical damage to
the CPS without using cyber means. The damage could be as simple as cutting
an Ethernet cord or breaking a sensor. The detection and solution for such an
attack are also rather simple. However, if the CPS is a critical infrastructure like a
nuclear reactor that needs to continuously keep some functions fully operational
then even this simple attack could prove fatal. With a monitor in place, any
failure in the CPS would quickly be detected. The monitor, through information
flow rerouting, would go even further to keep critical functions running while
the damage gets fixed.

5.3 Cyber-Physical Attack Scenario

The third and last scenario assumes that a microcontroller in FREEDM system
is infected by Stuxnet (Fig. 2). Erroneous Information from this microcontroller
could cause catastrophic damage to the smart grid. In this case, deducing the
presence of the Stuxnet and reducing the damage to the smart grid are both
necessary.

From the Iran attack, it’s clear that the Stuxnet could go unnoticed for a
long time if no extra security measure is put in place. Although, if the FREEDM
system had a hybrid monitor, the Stuxnet would be detected because all informa-
tion from the microcontroller would have to be verified by the monitor. Since the
monitor has physical invariants to prove the correctness of information from this
microcontroller, any discrepancies in the information generated by the Stuxnet
would be caught. On detection, information flow would then be routed through
other nodes and further infection would be avoided. The Stuxnet would have
to infect all random paths used by the hybrid monitor to avoid detection. The
Shannon Entropy proof below shows that there is a very small possibility of the
Stuxnet or attacker infecting all of the hybrid monitor’s random paths.
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5.4 MSDND Proof

For this proof, let’s look at the cyber-physical Stuxnet attack shown above. More
specifically, the information path between the infected microcontroller and the
DGI node process running on the computer without the monitor.

Fig. 2. The DGI under a Stuxnet attack

Fig. 3. MSDND evaluation for the DGI without a monitor
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Let us define the two domains as SDnode for the DGI node and SDmic for
the microcontroller with valuation functions Vnode and Vmic respectively. Then
consider a scenario where arbitrary information (ϕ) is sent from the infected
microcontroller to the DGI node process as seen in Fig. 3. If the DGI node
process and microcontroller are at the same level of security, then the DGI
node process will trust that information from the infected microcontroller to be
valid. Since the information can be either true or false, the first condition; i.e.,
(SDmic

ϕ , SDmic
¬ϕ ) for MSDND is met [1]. This is derived from the fact that if

ϕ is true then SDmic
ϕ is true or if ϕ is false then SDmic

¬ϕ is true hence the xor
statement is always true.

The second condition is also satisfied from the assumption that the two
domains are at the same security level [1]. Therefore, the DGI node process
believes and trusts the infected microcontroller. This means the DGI node pro-
cess has no valuation function to prove the validity of ϕ [1]. The absence of this
valuation function (V node

ϕ ) leaves the system in an MSDND secure system [1].
This is the MSDND secure evaluation shown in Fig. 4.

Fig. 4. MSDND evaluation for the DGI with a monitor

The implication of this MSDND evaluation is that if the infected micro-
controller sent false information to the DGI node process, there would be no
way of evaluating that the information is false. Therefore the Stuxnet would go
undetected. Knowin this, let us take a look at a scenario with the monitor in
place.

The difference in this scenario is the presence of a monitor that is equipped
with physical invariants. Using a physical invariant, the monitor can evaluate the
validity of ϕ. With this, the monitor can also determine the state of the micro-
controller with respect to the validity of ϕ; i.e., There exist a valuation V mon

ϕ
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leaving the state SDmic
ϕ deducible [1]. Hence the notMSDND secure evaluation

shown in Fig. 4.
The proof shows that in the event of a cyber-physical attack like the Stuxnet

attack, the presence of a monitor would render the attack deducible. For the
attack to go undetected with a monitor in place, the attacker would have to
infect every single monitor node, both virtual and physical. The next Shannon
entropy proof will show that the possibility of compromising all the monitor
nodes without being detected is rather minimal.

5.5 Shannon Entropy Proof

The proof considers two scenarios where the attacker is attempting to infect the
information flow between the DGI node process and the microcontroller.

First, let us take a look at the entropy of the setup without the monitor. There
are two possible information flow events x1 and x2 that the attack could target.
With a sample space = 2, the probability of the attacker successfully infecting
information flow between the DGI node process and microcontroller is 1/2. The
entropy evaluation for this scenario is shown in Fig. 5.

Fig. 5. Shannon Entropy evaluation for the DGI without a monitor

With a monitor in place, the sample space grows to (2n + 2), making the
probability of successfully corrupting one path come to 1/[2(n + 1)]. Here is the
entropy evaluation;

The proof shows us that the entropy increases with the increase in the size of
n paths (Fig. 6). From the attacker’s point of view, the uncertainty increases with
increasing size of n paths. Therefore as the size of n increases, it becomes much
harder for the attacker to launch a successful attack on the CPS. By adding the
hybrid monitor, the system is not fully secure from an attack but the possibility
of a successful attack is vastly smaller.



358 J. C. Aguma et al.

Fig. 6. Shannon Entropy evaluation for the DGI with a monitor

6 Conclusion

After 2017’s Ransomware attack [17], the world can not ignore the threat posed
by the possibility of using attacks on cyber-physical systems as a tool for ter-
rorism and cyber warfare. The increased occurrence of cyber-physical systems
attacks is surely an indicator that traditional cybersecurity measures are insuf-
ficient at prevention and detection of these attacks. The world needs to start
considering alternative or improved security measures. The combination of an
intelligent, randomized physical monitor with existing virtual cyber measures
to create a hybrid monitor is a good place to start. While, the hybrid monitor
is not a foolproof solution to cyber-physical attacks, it could well be the best
solution yet. Future research in this area should focus on design and physical
implementation of the hybrid monitor and prevention of attacks targeting the
hybrid monitor itself. This hybrid monitor could be the great leap towards fully
securing an important and nonexpendable entity of smart living that is cyber-
physical systems.
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Abstract. The main goal of narrating the password-management protocol is to
reduce the prevalent attacks on cyber-physical systems such as the hacking of
databases of User-ID-Password pairs and side-channel analysis. The architecture
uses a hash function to hash the password and user ID has weakness can help
to crack the password. So, the architecture utilizes both hash function and the
Addressable Physical unclonable function (PUF) Generator (APG) to authenti-
cate clients on the network without keeping the real format of passwords in the
database. The hash function and APG together are more difficult to attack because
they are unclonable, have a high level of randomness, and do not depend on
storing information. This paper shows a simulation prototype for how the pass-
word manager protocol can work depending on the SHA-3-512 and SRAM PUF.
Furthermore, the paper shows how to encrypt the database content of password
manager by using the SRAM PUF and provides a software solution of the noise
of SRAM PUF to reduce the rate of false rejections for the real user and false
acceptance for the not existing user.

Keywords: Password management · Physical unclonable function · Hash
functions · SRAM PUF with password manager · Authentication · New user ·
Exist user

1 Introduction

A password is an authentication mechanism that provides the ability to access systems,
applications, or accounts online. In general, a password is a string of characters used to
verify the identity of a user during the authentication process where most passwords are
used with a username (USER ID). By design, only the user knows the password (PW)
and USER ID (UID) needed to gain access to a device, application, or website. The
simplest way to store passwords is in a database (DB) and create a table that contains the
USERID and PW. The DB table keeps all of the UIDs and PWs in ‘plain text’ human-
readable format [1]. For example, the user may set the UID and PW to BoB2019 and
assEDA123/!, respectively. Subsequently, the UID and the PW will be saved in the DB
table [1–3]. Should an intruder be able to hack the DB, then theywill easily read all of the
UID and DB content. For this reason, the UID and PW data that has been stored in plain
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text formatted is vulnerable to be compromised. Consequently, in security terms, one of
the worst possible methods used by some websites and applications, is to store a UID
and PW in the original form plaintext format [1–3]. The vulnerability of DBs containing
user ids and passwords is of major concern for information technology developers. It
prompts investigation of a solution that will help make the content of DBs unreadable
from hackers understanding the DB content [1, 2].

One solution is to encrypt the content of the DB by using the hash function to obtain
the message digest (MD) [2–4]. Where in this solution, the real plaintext UID and PW
are replaced by theMD. The hash is well known as a one-way encryption function which
makes the input data inaccessible. Although the hash function shows great performance,
it still has weakness because hackers can try many different passwords until one matches
the hash output. In [4], both the hash function and PUFs suggested to be used in the
password management scheme. The PUF is small hardware devices that provides a
unique image per device which analogous to human fingerprints.

The solution presented in this paper is the development of additional lines of defense
that replace the database of passwords by use of the one-timehash output andSRAMPUF
challenges, thereby mitigating the risks related to most insider attacks. The architecture
presented here demonstrates how the hash function and addressable PUF generators
(APG) [9] are implemented in a passwordmanager scheme. This scheme uses the SRAM
as the PUF. In this protocol, the password is hashed and then the output of the hash is fed
to theAPG and the output of PUF (challenge)will be stored in the database, instead of the
output of hash functionMD [3–7]. This paper will focus on building a prototype to show
how the content of the DB will become effectively unreadable content. Additionally,
this paper gives a software solution to minimize the rate of false rejections and false
acceptance.

2 Background

2.1 The Hash Function and Hash the Password

Many cryptography applications use a hash function such as SHA-1, SHA-2, or SHA-3,
and by hashing the input, then you will not be able to obtain the value again. Similar
to encryption, the hash function turns the password into a long binary value to keep it
hidden. For example, if we used SHA-1 to hash “the password”, then after hashing it,
the output may be like this hexadecimal string “e38ad214 943daad1 d64c102f aec29de4
afe9da3d”. A hash function can protect and replace the DB which contains the UIDs
with their corresponding PW, as shown in the block diagram of Fig. 1. The hashing
of passwords results in the first message digest of h(PW); then, the UID and PW are
exclusive or (XOR). Finally, the hashing of UID⊕PW results in the second message
digest of h(UID⊕PW). Then named h(UID⊕PW) as the address in the database. Both
h(UID⊕PW) and h(PW)will be stored in the database (DB) [4–7]. Theweakness of using
a hash function is that hash function types, such as SHA-3, SHA-2, and SHA-1, have
become known and popular. Thus, if the database inwhich the address andMDhave been
stored are exposed to the enemy, the information could be stolen by exploiting password-
guessing methods, by use of big data analysis or brute force attempts of commonly used
passwords [2, 3].
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Fig. 1. Block diagram describing the data flow for authentication. On the left, PWs and UIDs
are converted into MD, named as addresses (h(UID⊕PW)) and h(PW). On the right, the database
stores the addresses and h(PW) [5].

2.2 Physically Unclonable Functions (PUFs)

The PUF hardware components work like human fingerprints. The output of PUF is
unclonable and random. PUFs strengthen the level of security. Therefore, authentication
and several fields of security use PUFs. Several types of PUFs are excellent elements
to generate strong PUFs: ring oscillators, Memory structures, SRAM, DRAM, Flash,
ReRAM, and MRAM [4]. Furthermore, the output of PUF has two types, which are
binary or ternary. The outputs of PUFs are called challenges or responses. The chal-
lenges are generated upfront from the PUF, whereas the responses are generated during
access control rounds or authentication rounds. Each time the PUF is read, it is slightly
mismatched, so it complicates authentication. However, as noted in [5–7], during authen-
tication when we read the PUF to generate the responses, we must calculate the rate of
matching challenge-response-pairs (CRP). If the matching CRP is high enough with a
low error rate, then we can accept; otherwise, we must reject the user [5]. According to
[5–7], In the password generation scheme, the APG is given the inputs and then receives
the challenge or the response. The block diagram in Fig. 2(a) shows that the CRP gen-
eration varies with the relative value of the parameters within the multiple cells that are
selected at a particular address; this means that if we give the value of ‘x’ and ‘y,’ then
we will find a specific address in the PUF (see Fig. 2(b)). Therefore, a specific cell could
be a “0” when part of one group of cells, and a “1” when part of a different group or
when read with different instructions.

2.3 Differences Between Password Manager Research Efforts

The research presented in this paper is an extension with improvements to our previous
research efforts as described in [7]. Both research efforts use a hash function and APG
to build the protocol for the password manager. Where the hash function will produce
the MD and is used to determine the address in the APG to produce challenges and
responses for the UID and PW elements.

However, the previous research used methods when masking the data from the PUF,
then saved to theMCU in that APG implementation. That increased the need formemory
and the computation time for authentication of each UID and password. There is also
a problem when the hacker can hack the database and access the information in the
database [7], which is shown in Fig. 3. For this case, the hacker can test different common
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(a) CRP using Addressable PUF Generation (APG) implementation [5].

(b) Different addresses from the hash digest to extract the challenge from PUF [8].

Fig. 2. APGsub-diagramswithCRP interaction, (a) shows howa specific address is found accord-
ing to the value of X and Y. (b) shows how are the values of X and Y assigned from the output of
hash function; and X and Y point to a specific address in PUF; after that, the following bits of a
specific address are read to obtain the challenges.
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passwords, and XOR them with UID of the user and hash the result, then check to
determine if it matches the same address which exists in the database. This could lead
to a compromised system.

In this new research, alternate methods have been implemented to resolve the above
problems. Where instead, as shown in Fig. 4, the PUF is used to extract the address
of the database in which the challenges will be saved. Additionally, improvements are
implementedwhich results inmore efficient andmuch faster execution. The newmethods
are fully described in Sect. 3 Methods. Additionally, Sect. 4 implementation and Sect. 5
Results have all new information based upon the methods presented in this paper.

Fig. 3. The Architecture of protocol of the password management with ternary APG. h(ID) is
stored as address in DB, whereas the h(PW) is fed to PUF, and challenge of PW is stored in DB.
[7].

3 Methodology

Figure 4 shows the protocol approach of the password manager with the APG. This
approach receives theUID andPWfrom the client, and the rest of the protocol procedures
are done on the server side. The main purpose of this protocol is to store the UID and
PW in an encrypted form in the DB by using the APG outputs. If hackers access the DB,
they will not be able to read the content or understand the information in the DB.

After the UID and PW are received, they are XORed together. Both the XOR output
and the PWwill be fed separately to the hash function to obtain two MDs (MD1, MD2).
Both MD1 and MD2 will be fed to the APG to get two different challenges as shown in
Fig. 2(b) [8], which is different from [7]. The challenges that come fromMD1 will point
to the position (Add) in the DB. Whereas, the challenges (Ch) that come fromMD2 will
be stored in the database corresponding to its address (Addi) (as shown in Fig. 4).
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To implement this approach, we use the C++ to code all protocol steps. Also, the
SHA-3 is used as the hash function and the SRAM is used as PUF. To illustrate the result
of the protocol, the graph user interface (GUI) has been built using HTML, java Script,
and JSON.We use JSON to read the output from the C++ code environment and display
the output in GUI.

Fig. 4. Block diagram showing a password manager for both the hash of PW and H (UID⊕PW)
fed to the APG [5].

3.1 The Protocol Steps

As in [7], we considered two modes for the password manager: new users and existing
users. The newusermust be used the first time in order to register the newuser’s existence
in the system. Whereas, existing users must verify their existence.

The New User Section
The protocol for new users has nine steps to be implemented.

• The user will enter UID and PW
• The system will XOR UID with PW
• The system will hash the output of XORing operation to get MD1.
• The system will hash the PW to get MD2.
• In steps 3 and 4, SHA-3-512 has been used as hash function, and the SHA-3-512
produced 512 bits MD long. The security level of SHA-3-512 mentioned in Sect. 3.
B (see Table 2).

• Both ofMD1andMD2will extract the challenge from theSRAM.This step is different
from the protocol in [7].

• The SRAM PUF is read and then the output of the SRAM is saved in a one-dimension
array. This array is 32 k bytes because the SRAM size used a PUF equal to 32 k bytes.

• From MD, the first and second bytes hold the value of “X”, and “Y,” which point to
the location in the PUF. After we find the location, the n bits will be read and stored
in a new array. If the MD is 64 bytes long, then the number of the locations that will
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be found in the PUF is 32 locations (as shown in Fig. 2b). At the end, the challenge
length will be extracted from the SRAM PUF if the n bits equal 16 is 512 bits (see
Fig. 2(b)) [6, 8].

• After the two challenges are extracted, the challenge received fromMD1 points to the
address, and the challenge received fromMD2 considers the content of the password.
This step is different from the protocol in [7].

• The content of the password that was obtained with its corresponding address will be
stored in the DB. However, some of the users will get the same address and different
content of the password. The result of getting the same address and different content
of a password will cause collisions in the DB.

Solving the Collision
A collision occurs when some users get the same address because the challenges of
these users are stored in the same address as previous users in the memory. To address
storing the challenges of addresses and challenges of passwords, a linked list scheme
has been used to avoid collision between similar addresses. The link list solves this issue
by storing the challenges of the password with the same address in nodes; the address
points to these nodes. Using the linked list algorithm is one of main differences from
the [7] protocol.

The Existing User Section
For existing users, all steps are the same as the new user steps except step number 9.
Step 9 will only be for comparing responses that have been extracted from the PUF with
challenges that already exist in the DB. If the new response is similar to the existing
challenge of the user in DB, it will accept the user; otherwise it will reject the user.
In comparing operations in step 9, one issues has been found. The issue is that the
SRAM BUF has cells constant with “0” and “1,” but it has also some cells that change
to sometimes be zeros and sometimes ones. This means that both responses for the
address and the password content will have flaky bits, which leads to mismatch with the
challenges that have already been stored in the DB.

Solving the Flaky Bits Issue in the Response
The first issue with flaky bits involves password content, which has been solved by
measuring the error rate between the challenge and response. This solution is slightly
similar to the protocol in [7] which is if the error rate is less than six percent, the response
will be accepted; otherwise it will be rejected. For instance, if the responses are 512 bits,
and the number of flaky bits is 30 bits, then the percentage will be 30/512= 0.058 which
is approximately 6%. We can say that, having 30 flaky bits in one response leads to
accepting the user as a real existing user in the system.

The second issue with flaky bits involves the responses that point to the location in
the DB. If flaky bits happen in responses that point to the address, the location for the
correct password will not be found. This problem of flaky bits in responses pointing to
the address has been solved by checking all bits that might have gotten flaky bits on
it. For example, if the challenge points to location number 20 in hexadecimal, as we
know 20 = 0010 0000 binary, the first bit is flipped in response; so, the value of byte
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becomes 1010 0000 = A0, and then we will receive different numbers, which will point
to different locations. For this reason, we have suggested building a function that can
check all possible occurrences in which one or two bits have flipped amongst the byte’s
bits (see Fig. 5). If all possible occurrences of flaky bits have been checked, and the
bits that have been flipped are corrected, then one value will match the correct address.
When bits are been flipped among the byte’s bits, where (1) shows n chosen r, where n
number of bits and r number of chosen. When one bit is flipped among the byte’s bits,
then there are 8 possibilities to find the flipped bit. Whereas, with two bits are flipped
then there are 36 possibilities (2).

cR(n, r) = (n + r − 1)!
r!(n − 1)! (1)

which will be in our example equal is:

cR(8, 2) = (8 + 2 − 1)!
2!(8 − 1)! = 36 (2)

Importantly, we decided the optimal length of the address is one byte. If the length
is more than one byte, the possibility of getting flaky bits is high. We can say that check
all the possibilities of one or two flipped bits in one byte is considered as new solution
for the address issue in this paper. Table 1 shows the possibilities of a byte’s values if
we have two flipped bits in 1, 2, 3, 4, and 5 bytes.

3.2 Security Levels

There are several levels of security in this protocol. As mentioned in Sects. 2.1 and 2.2,
the hash function and the APGwill be used in this protocol. Both APG and hash function
have levels of security as explained in the next sections.

Entropy Enhancement in the APG
The example given is the one of an APG based on an array of 256 x 256 cells. The
first 8 bits are used to find the X coordinate, and the next 8 bits are used to find the Y
coordinate. The n-cells located after that address are used to generate PUF challenges (or
responses) that consist of n-bits. Considering that message digests contain long streams
of bits, typically 512, k addresses in the APG can be selected from each message digest,
and m cells can be used by the address to generate the n-bit challenges (or responses),
with n = km. For example, if n = 512, and k = 32 addresses are selected from the
message digests, m = 16 bits are generated at each address. This largely increases the
randomness of the protocol. For example, the number of combinations to select 16 bits
each time from different positions in the PUF has 256 × 256 cells and the result of the
combination C(256 * 256,16) the result of that is a huge number, which means that using
the brute force attack to find the 16 bits that have been selected is impossible.

Security for Hash Function
For the security level in general, the hash generates fixed-sized data streams that have
fixed output lengths no matter of the size of the input. They are “image resistant,”
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Fig. 5. Showing an example when 1 or 2 values of bits, their values have changed in one byte.
When one bit is flipped among the byte’s bits, then there are 8 possibilities to find the flipped bit.
Whereas with two bits are flipped, then there are 36 possibilities.

Table 1. The number of different combinations for two bits unstable(flaky) in 1, 2, and 3 bytes

Number of bytes The combination replacement CR (n, r)

1 byte (CR (8, 2)) 036 different byte values

2 bytes (CR (16, 2)) 136 different byte values

3 bytes (CR (24, 2)) 300 different byte values

4 bytes (CR (32, 2)) 528 different byte values

5 bytes (CR (40, 2)) 820 different byte values

which means any small change in the input creates a new hash message digest that is
totally different from the original message digest, as well as “collision-resistant,” which
means the probability that two different inputs will create the same output is extremely
low. The Secure Hashing Algorithm (SHA) is a family of cryptographic hash functions
published by theNational Institute of Standards andTechnology (NIST) as aU.S. Federal
Information Processing Standard (FIPS).

Currently, there are three defined algorithms, which are SHA-1 SHA-2 and SHA-3.
According to [1, 2, 12–17], passwords should be hashed with either PBKDF2, bcrypt or
scrypt, MD-5 and SHA-3. We decided to use SHA- 3 512 bits because of the security
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level strengths according to [11]. According to FIPS PUB 202 Table 2 summarizing the
security strengths of the SHA-3 functions.

Table 2. Security strengths of the SHA-1, SHA-2, and SHA-3 functions (provided by FIPS PUB
202 [11])

Function Output size Security strengths in bits

Collision Preimage 2nd preimage

SAH-1 160 <80 160 160-L(M)

SAH-224 224 112 224 min (224, 256-L(M))

SAH-256 256 128 256 256-L(M)

SAH-384 384 192 384 384

SAH-512 512 256 512 512-L(M)

SHA3-224 224 112 224 224

SAH3-256 256 128 256 256

SAH3-384 384 192 384 384

SAH3-512 512 256 512 512

4 The Implementation

The implementation of the new password manager protocol uses the hash function and
PUF with several stages. This includes the GUI, the hash function, PUF, two modes and
DB.

4.1 Building the GUI

For implementation, we built a graphical user interface (GUI) (as shown in Fig. 6) to
simplified the protocol steps. The software that has been used to build the GUI are java
script, Node, and WebStorm. First, the users must indicate if they are a new user or
already existing user. After that, the user will enter the UID and the PW, then press
the login button. When the user completes the login, all inputs will be sent to the main
C++ code through the JSON tool. The inputs will be processed, then the outputs will be
returned to the GUI. The outputs will be illustrated in all GUI fields as shown in Fig. 6
for new users, and existing users. To connect the C++ code with GUI, we used the JSON
library to divide the output of the code as several objects. After that each object will
connect to its part in the GUI by using java script and HTML.

4.2 Building the Hash Function

In this work, it has been built a function to do the XOR for the UID with the PW
(UID⊕PW). Both the output of the XORing and the PW itself will be fed to the hash
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Fig. 6. GUI for new and existing user mode

function separately. The type of hash function that has been used in this work is SHA-3
512 bits. In this simulation, a function has been built that can take two parameters; one
parameter is an array of streams of bits that come from the input string; whereas the
second parameter is to return the result of hashing to the input in both modes (i.e. new
user and existing user), the protocol requires the function that hashes two times, which
produces two outputs. The two outputs of hash function are namedMD1 andMD2.MD1
comes from the hash (UIDP⊕W), whereas MD2 comes from the hash of the PW (see
Fig. 7).

Fig. 7. The output of hash function H (UID⊕PW) = MD1, and H(PW) = MD2

4.3 Building the PUF

The SRAMPUF has been used for the PUF, which was developed by a cybersecurity lab
at Northern Arizona University (NAU) (as shown in Fig. 9). According to the Ternary
Addressable Public Key Infrastructure (TA-PKI) described in [10], there are “gener-
atePubPriKeys” functions and “getPriKey” functions that retrieve associated public and
private keys from the SRAM PUF. In the code, a function has been built to send a
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“command read” to read the SRAM. The function must be called each time is needed
to complete the registration or authentication. After reading the SRAM, the output of
reading the SRAM will be saved in a one-dimension array to be used as the PUF.

Each two consecutive bytes in both MD1 and MD2 point to a position in the SRAM.
To obtain the challenges, each two consecutive bytes from both MD1 and MD2 are fed
to the SRAM PUF. By getting the position in the SRAM, the following 16 bits will be
read and stored in new array of bits. If the MD is 64 byte long, we can say that there are
64/2 = 32 different positions from the SRAM that will be read. From each position, 16
bits will be obtained, which means that 32 * 16 = 512 bits can be obtained from the one
MD. The new 512 bits are named the challenge or response. The challenges that comes
out of MD1 will point to the address column in the DB whereas the challenges that
come out of MD2 will be stored in the password column corresponding to its address
(see Fig. 8). The first byte from the challenge (UID⊕PW) is 3f in hexadecimal form,
which equals 63 in decimal; this means that the challenge of the PW is stored in the DB
corresponding to block number 63.

Fig. 8. The output of PUF (challenge (UID⊕PW), and challenge (PW)).

Fig. 9. SRAM PUF is developed by NAU cyber security Lab
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4.4 Building the Modes (New User and Exist User)

As mentioned in Sect. 3.1, the new user mode (shown in Fig. 6), will require several
steps to register the user. Those steps are as following:

• Chose mode number one.
• Enter the UID and PW.
• Send the mode, UID, and PW to the C++ code.
• Complete the XOR.
• Feed the result of XOR to the hash.
• Feed the PW to the hash.
• Receive MD1, and MD2.
• Feed MD1 and MD2 to the PUF.
• Store the output in the database.

The existing user (shown in Fig. 6), first chooses the existing user mode from the
GUI. After that, the same steps will be repeated as the new users from step number 2
until step number 8. Then, the output of PUFwill be compared with existing information
in the database; if the output of PUF matches with the existing user, then it will accept
the user, otherwise, it will reject the user.

4.5 Building the DB

The database table of the password manager commonly has two columns. One is for
the user-ID, and the second is for the password content. Table 3 shows three ways the
password manager schemes can be built on. The first scheme is to store the original
format of UID and PW as shown in Table 3 first row. This scheme is not secure at all.
In Table 3 s row, the hash function (SHA–3 512) has been used to hash both the UID
XORing with PW and the PW. The result of the hash function is shown in row 2, but
this scheme is also not recommended because the UID is public and the hash function is
public too; this scheme can be exposed by using a password guessing engine. Whereas,
row 3 in Table 3 shows the main contributions of our work. It shows the output of the
SRAM - PUF for the UID and PW. The output of PUF in row 3 Table 3 affirms that the
original format of the data will change to a different format. From the PUF output, we
can affirm no one will be able to understand the content of the database, and also, no
one can guess the password unless the person has the same PUF.

For building the database we used the linked list, which is a data structure algorithm.
As we mentioned in Sect. 3.1, the reason for using the linked list is to avoid the collision
of PW content when the users have similar addresses. The database output is a linked
list algorithm that avoids the collision by creating a new node for new PW content.
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5 Results

There are several experiments available to test how many mismatches occur when the
user logs into the system, as well as how many times the error rate value will be higher
or less than 6%. In this work, we have suggested three experiments. The experiment
number one is to authenticate an existing user 100 times, whereas experiment number
two will authenticate the same existing user 1000 times. The experiment number three
is to test both false acceptance and false rejection while running the system.

5.1 Experiment One and Experiment Two

First, wewill register the new user, and then the new user will be authenticated 100 times.
As mentioned in Sect. 3.1, we will test the address when the address has ā possibility of
one bit being flipped, and we will test when the address has the possibility of two bits
being flipped. Experiment two is same as experiment one except the new user will be
authenticated 1000 times.

After completing experiment one, the result (in Fig. 10, left graph) indicates that
for testing one flipped bit in the address, there are 96-times the user was considered as
an existing user; whereas there are four times the user was not considered an existing
user in the system. Those four rejections are considered false rejection. However, when
both possibilities are checked for one or two flipped bits, the false rejection has been
eliminated (as shown in Fig. 10, right graph).

In addition, Fig. 10 shows that the existing user has been accepted 96 times when we
checked for one flipped bit among the address bytes; the number of mismatches between
the existing challenge in the DB and the new response from the PUF is less than 30
mismatches each time.Thenumber ofmismatches never goes higher than30mismatches.
For this reason, the result of the experiment supports the protocol hypothesis. It is
mentioned in Sect. 3.1 that if the response lengths are 512 bits and the number of flaky
bits is 30 bits, then the percentage will be 30/512 = 0.058 which is approximately
6%. Having 30 flaky bits or less in one response leads to accepting the user as a real
existing user in the system. From the results of experiment one (Fig. 10) and experiment
2 (Fig. 11), if the error rate is 6% or less when using the SPAM PUF in the password
manager protocol, the user will be authorized to enter the system.

Fig. 10. Experiment 1 - for 100 times of authentication we show the number of mismatches and
associated false rejections for the existing user when the address has 1 or 2 bits flipped.
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Fig. 11. Experiment 2 - for 1000 times of authentication we show the number of mismatches
and associated false rejections for the existing user when the address has 1 or 2 bits flipped. With
checking 1-bit flipped strategy, still, there is false rejection. Whereas, 2-bit flipped strategy shows
no false rejection occurred.

Fig. 12. Experiment 3 - the percentage of false acceptance is 100%, which means the number
of mismatches is higher than 30 mismatches in each authentication time. Which means that the
incorrect user has been rejected all times.

5.2 Experiment Three

False acceptance and false rejection need to be tested. Experiment one and experiment
two test for false rejections. Experiment three is needed to test for false acceptance. The
experiment steps are completed with registration of a new user. For authentication, we
enter the UID with one missing character and the PW without any missing characters
and repeat that 100 times. We perform the opposite operation for the UID without any
missing characters whereas the PW is missing one character; this is also repeated 100
times.

For false acceptance, both situations have given positive results. Basically, the
expected result from the experiment is that not allowed the user to be enter the system
at all, because there is a missing character in one of UID or PW. The result of experi-
ment did not show any false acceptance; all attempts for login were rejected (as shown in
Fig. 12). As mentioned in Sect. 3.3, any mismatches higher than 30 mismatches between
the challenge and response will be rejected from the system. The result of experiment
three in Fig. 12 affirms the protocol hypothesis. The result shows all the login attempts
higher than 30 mismatches led the system to reject the user. Logically, Fig. 12 shows
that 100% of wrong login attempts were rejected, which is the desirable result. On the
other hand, for false rejection (as shown in first part of Fig. 10 and Fig. 11), we tested the
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address with the possibility of one flipped bit, there was a four percent false rejection.
The second part of Fig. 10 and Fig. 11 shows that when we tested the address when it
has the possibility of two flipped bits, the result shows there is no false rejection.

6 Conclusion and Future Work

In this research we have implemented a password manager that utilizes the SRAM-PUF
and hash functions. Generally, the research presented is an extension with improvements
to our previous research efforts as described in [7]. In this work we just focused on the
software part to implement the password manager protocol; this works has included the
GUI, the hash function, the SRAM PUF, the two modes (new user and existing user)
with evaluating the result, and also it shows the result of the database how it looks like.
Besides, the result of reducing the rate of the false rejection and false acceptance has
shown a positive result in this research. Storing the original format of the user-ID and
password has a security issue, which is if the database is hacked, all information will
not be secret anymore. So, for password protection, the hash function has been used
to change the original format of data to be encrypted by one-way encryption [18–20].
However, some attacks such as password guessing can be exploited against using hash
function. By using the PUF, it will give an additional level of security to be helped to
eliminate several kinds of attacking the password.

In this work both the PUF technology and the hash function are used. The output of
the hash function, which is named message digest, is going to be fed to the PUF, and the
output of PUF, which is named challenge/response, will be stored in the database. So,
what has been stored in the database is become totally different from the original data; it
is the output of PUF. Therefor without the same PUF, no one can retrieve the password
or guessing the password. To get the same PUF, it will be hard because of that the PUF is
hardware. The PUF that has been used in this study is the SRAM, and the hash function
that has been used is the SHA-3 512. The SRAM PUF cells values have three statuses
“0” for some cells “1” for some cells and some cells sometimes give “0” and sometimes
give “1”. The fuzzy status will cause sometime false rejection for the real user during the
authenticate the user. So, to solve the issues of the fuzzy status, we used two different
patterns. The first pattern is that when the fuzzy bit in password content; then we have
calculated the error rate between the challenge and response for the PW content. The
second pattern is that when the flaky bit has occurred in the address; here we must check
all combinations which might have one or two flaky bits among the address bits. So,
depending on the error rate values for PW content and all combinations of flaky bits in
address the validation of the user can be made. In conclusion, the password manager
protocol using the hash function and SRAM PUF shows good result for changing the
content of the database. Since the hash function is a one-way encryption, it is impossible
for the hackers to infer the input of the hash function by looking at the SRAM PUF
challenge that has been stored in the DB.

For the future work, prototypes should include additional password process models,
such as the password expiration, replacement, verification of their strength, and firewall
protection. Applying different data structure algorithms should also be considered to
improve the system efficiency. Moving forward, the suggested algorithms should be
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further improved the strength of PUF with different kinds of PUFs, such as the DRAM,
Flash, MRAM,MRAM, and ReRAM based low power PUFs [21–24]. Additionally, the
size of address in this work one byte. Thus, it should be bigger than one byte for the
coming work.
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Abstract. e-Commerce has contributed immensely to the economies of devel-
oped countries and a factor in its success can be attributed to the adoption of e-
commerce by their citizens. As such, it is perceived that e-commerce can also be an
economic driver for developing countries. However, security has been identified
as a major barrier that prevents citizens from adopting e-commerce in develop-
ing countries. Therefore, this paper examines Security Authentication Techniques
(SAT), particularly Digital Signature (DS) andDigital Fingerprint Systems (DFS),
including the limitations of these two security techniques, and then proposes Con-
tactless Palm Vein Authentication (CPVA) as a potentially much better solution
to increase adoption of e-commerce in developing countries. The architecture
of this new CPVA technique is discussed in relation to Security, Privacy, Trust
and Reliability. Participants are treated to a Design Fiction Documentary (DFD)
and Design Fiction Simulation Experiment (DFSE) in our experimental design
method to measure the potential Technology Acceptance (adoption) of the pro-
posed CPVA technique over DS and DFS authentication techniques. The result of
our pilot study indicates that citizens may be willing to adopt the proposed CPVA
technique, whichmay increase their trust and likely adoption of more e-commerce
applications. A larger main study is planned in the field in Nigeria starting January
2020.

Keywords: Palm vein · Design fiction · Reliability

1 Introduction

Nigeria is the largest African country [1, 2] with a population of 180 million, which has
grown rapidly in the last 20 years. There is plenty of good fertile land for agriculture and
other natural resources. All countries in Africa are still either underdeveloped or devel-
oping countries. Nigeria is located on the African continent and is one of the countries of
the sub-Sahara region [1, 3]. Most of these countries have unstable economies and this
is affecting the economic development of that continent. In actual fact, their economic
problems can also be attributed to a lack of infrastructural facilities and poor governance
[4]. Non-adoption of e-commerce by citizens also contributes to stunted growth of their
economies [1].
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e-Commerce is an online transaction processing (OLTP) technology inwhich the sys-
tem responds immediately to user requests [5, 6]. This technology has made the world a
global village comprised ofmany opportunities. Online transactions areways of carrying
out transactions via the Internet and it has been described as the new driver for economic
growth especially for developing countries [4]. This provides a great opportunity for
organizations, individuals and nations at large.

However, issues of security have been identified as a factor limiting e-commerce
development and its total adoption in developing countries [7, 8]. Crime associated with
theft and data manipulations are often detected [9]. One of the reasons why identify theft
is so widespread is due to ineffective security measures. The most common method,
at this time, of identity verification is based on digital identity and signature. These
methods of security use: code, e.g. passwords and other behavioural features, to identify
the person. However, all of these features are relatively easy to steal or forge, therefore,
they are not effective identity verification or authentication methods [10].

Another security measure is fingerprints authentication. Okechukwu and Majesty
argued in [11, 12] that it is necessary to introduce forensic methods of security into
the e-commerce of developing countries so as to uplift the adoption rate of citizenry
and benefits of e-commerce. Introduction of fingerprint identification into e-commerce
applications make the system more secure and alleviate citizens’ fear to a certain extent,
that is, until the weakness of Digital Fingerprint Systems (DFS) becomes more apparent
[13]. Due to the nature of many people’s work, particularly those are who are involved in
manual labour, damage to the finger tips are sustained and this leads to the DFS failing
to recognize the user fingerprint. This means that at the moment, this method is not
effective for many people. Therefore, introduction of a new method called Palm Vein
Authentication becomes important.

PalmVeinAuthentication (PVA), is a digital security technique that uses an individual
vein pattern as personal authentication and identification data [14]. The research work
outlined in this paper investigates the possibility of introducingPalmVeinAuthentication
to enhance e-commerce applications in developing countries focusing on Nigeria. Palm
Vein Identification uses the unique internal vein pattern of the palm as a transactional
authentication method. Its benefits are uniqueness, difficult to forge, secure and reliable
[14, 15]. This method will help citizens of Nigeria and other developing countries since
vein of the palm cannot be easily damaged due to dryness and by citizens engaging in
hard labour using the hands.

The rest of this research paper is organised as follows: Sect. 2 discusses the research
background, while Sect. 3 explains the research questions. Section 4 discusses the
methodological approach used, Sect. 5 explains the experimental approach, Sect. 6
briefly presents the pilot study results, which lead the way to conduct a more exten-
sive full study in the field in Nigeria (discussed in future work). Section 7 discusses our
results so far in more detail. Finally, Sect. 8 draws some conculesions and states the
future work.

2 Research Background

This researchwill consider the security aspects of user identification transaction systems,
e.g. payment in e-commerce application, election authentication, access to e-government
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and e-health services, building access, etc. in developing countries, specifically focusing
on Nigeria as a case study.

A Design Fiction [16] approach will be used to educate users on security issues
associated with user identification transactions. In particular, the Design Fiction will
illustrate the use of Digital Signature (DS, e.g. pin, password) [17, 18], DFS [19] and
Contactless Palm Vein Authentication (CPVA) [20] to authenticate (authorise) access to
user identification transaction systems (UITS). The research project builds a simulation
of an e-commerce application that will accept DS, DFS and CPVA access to a UITS,
where in this case the UITS will be a simulated payment system, i.e. a simulation
model that deploys various technology prototypes, and existing ICTs to implement the
scenarios depicted in a Design Fiction [21]. For the purposes of the study, the Design
Fiction will encompass an e-commerce shopping application that will be developed to
facilitate measurement of the users acceptance of transactional risk based on the user
identification method, i.e. the intervention (DS, DFS or CPVA) with a focus on palm
vein authentication [22, 23].

The main aim of this research is to investigate the advantages of CPVA over DS
and DFS technologies, and to determine how factors such as: security, awareness, trust,
privacy, cost, digital identity theft, etc. (see Fig. 2) might affect the adoption of CPVA in
Nigeria’s existing IT infrastructure [24]. It is well reported in the literature that Nigerian
Citizens do not have a high level of trust in Nigeria’s current unsecure e-commerce plat-
forms, thereby making them uncomfortable in engaging with e-commerce applications
that require them to divulge personal and financial information [25]. This research aims
to investigate how Nigerian e-commerce users may change their risk perception when
usingmore secure technologies, such as CPVA. This study examines how the current use
of DS security techniques has led to pervasive digital identity theft that has resulted in
extensive fraudulent activities. This has led to a large degree of mistrust of e-commerce
applications in Nigerian society similar to that reflected in other African countries [3,
4]. This level of distrust has to be improved with new technologies, such as CPVA, that
are perceived to be able to deliver a high-level security.

3 Research Questions

The following research questions considered for the purpose of this research work:

1. Do biometric authentication techniques such as fingerprints, palm vein, iris, retina,
Voice recognition system, facial image and digital signature overcome the ‘fear and
distrust’ associated with e-commerce applications?

2. How can we convince the Nigerian citizen that new digital security methods, such as
CPVA, can provide adequate protection against different fraudulent acts for typical
e-commerce applications?

3. Will the level of risk perceived by the Nigerian citizen be adequately reduced to
facilitate wider adoption of e-commerce applications if such applications implement
CPVA for their user identification transaction system?

The literature survey provides ample evidence for the efficacy of iris, retina and
facial image scanning, and so is not considered in this study [12, 26]. A Design Fiction
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has been developed to educate the Nigerian citizen on the level of security established
in different e-commerce applications using DS, DFS, and CPVA to facilitate answers to
these research questions.

4 Methodology

This Design Fiction based experimental research method will measure the perceived
level of risk that Nigerian citizens will adopt when using new security technologies,
such as CPVA. The method will examine the impact of changing an independent vari-
able (i.e. the factors: security, risk, fear, Web Assurance Seals Services (WASS), which
relates to Trust, and usability, of an e-commerce application) to measure its effect on the
dependent variable (Intention to Adopt) and therefore provide insight into the effects and
consequences of distrust associated with the users’ involvement, engagement and inter-
activity in their online experience of e-commerce using theDesign Fiction (Documentary
and Simulation Experiment) and their associated treatments.

The DF treatment is composed of a Design Fiction Documentary (DFD) shown to
all participants, and a prototype development of an e-commerce application, i.e. a sim-
ulation incorporating CPVA, called the Design Fiction Simulation Experiment (DFSE)
treatment. The overall DF treatment (i.e. DFD+ DFSE) is followed by a post treatment
survey, which is a detailed questionnaire, designed to elicit information around ‘Inten-
tion to Adopt’ from the subject participants based on the hypotheses (coded as H2d, H4a,
and so on, see Fig. 1 and Fig. 2) that link the independent variables to the dependent
variable. Figure 1 and 2 illustrate the e-commerce trust model entity relational diagram
linking independent variable to the dependent variable.

The associated hypothesis and questionnaire are too long and detailed to include in
this paper, however they can be accessed in the GitHub archive for this project1.

We can see from Fig. 2 that many other factors affect users’ perceived fear, risk, secu-
rity, usability and so on, hence intention to adopt e-commerce. For example, technology
factors around security such as use of CPVA, DS, DFS, a user’s perception of whether
their finger printwill work, fear of digital identify theft, privacy issues all impact trust and
intention to adopt. How aware the user is concerning security of e-commerce, what pre-
vious experience they have had, and specifics of that awareness also affect their perceived
risk, hence trust of e-commerce and their subsequent intention to adopt.

5 Experimentation

The experiment focuses on the use of a Design Fiction based treatment to first explain
and educate the user on the benefits of CPVA, in terms its advantages over DS and DFS,
with respect to securing and building trust worthy e-commerce transactional applica-
tions—this is the DFD. Then the developed DFSE task (i.e. a CPVA based e-commerce
simulation) task will be taken by each participant using Within Subjects Design—here,
each participant is exposed to every factor in the DFSE treatment (i.e. manipulation of
all the different levels of the independent variables) to measure their Intention to Adopt
e-commerce in their daily lives.

1 https://github.com/sundayalabi/.

https://github.com/sundayalabi/
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Fig. 1. Overview of the e-commerce trust model illustrating the experimental variables relation-
ship

Fig. 2. Detailed research model entity relation linking independent and dependent variables
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After completing the DFSE (CPVA based) experimental tasks, each participant will
complete the post-experimental survey. The DF based treatment and survey will be
conducted in the chosen area Centre (e.g. community hall in a Nigerian town). Thus,
the design of each experiment includes a structured questionnaire (post-experimental
survey), DFD (an explanation of the issues concerning e-commerce transactions) and the
DFSE based on a CPVA paradigm (the e-commerce simulation). Appropriate subjective
measures in the form of post-experiment questionnaires are selected for analysis.

The population of this research includes chosen categories of citizens of Nigeria. The
volunteers (samples) are eligible to partake in the study whether they are experienced
with e-commerce applications or not. Participants will be invited to participate as an indi-
vidual. Participants will be randomly assigned to the treatment, (i.e. all participants will
be selected for the DFD and randomly assigned the DFSE factors in the Within Subjects
Design). Generally, with random assignment, participants have an equal chance of being
assigned to a specific treatment (one of the factors or independent variables) to elimi-
nate or reduce bias in the research [27]. In this case, with our Within Subjects Design,
participants are randomly assigned to the order of being exposed to the independent vari-
ables (factors). Within Subjects Design has advantages besides cost efficiencies (half as
many participants needed) such as providing control of extraneous participant variables
because all participants have the same characteristics for each factor being tested—each
participant(s) has the same mean IQ, socio-economic background, and so on because
they are the same people [28]. Further, carry over effects are considered well2.

Randomly selected and randomly assigned participants also increases the external
and internal validity repectively. The experiment so far involves a small pilot of 50
participants that areNigerian students in theUniversity of Sussex, to test the experimental
method and fine tune the process. The result of the pilot study was used to validate
the designed-questionnaires, refer to the GitHub archive, and the final experimental
methodology. The structured questionnaires will be administered after the DFSE (CPVA
based) experimental task is completed by the participants.

Figure 3 indicates the experimental method whereby the sample users are randomly
selected to the e-commerce education using a Design Fiction Documentary (DFD),
and randomly assigned to the Design Fiction Simulation Experiment (DFSE)—order of
treatments is randomised per participant, i.e. the CPVA e-commerce simulation—using
a Within Subjects Design for economical and statistical efficiency [16, 21]. DFD and
DFSE is then followed by a Post-Survey.

DFD DFSE Post-
Survey 

Sample:
random 
selection

Sample

Sample: random assignment

Fig. 3. The ‘within subjects design’ experimental model

2 https://www.students4bestevidence.net/blog/2018/08/23/carryover-effects-what-are-they-why-
are-they-problematic-and-what-can-you-do-about-them/.

https://www.students4bestevidence.net/blog/2018/08/23/carryover-effects-what-are-they-why-are-they-problematic-and-what-can-you-do-about-them/
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6 Pilot Study Result

The Design Fiction Documentary (DFD) and Design Fiction Simulation Experiment
(DFSE) were tested using a minimum number of participants that are citizens of devel-
oping countries who were already accustomed with the experience of e-commerce in
developing countries. After the DFD, a DFSE was completed followed by the ques-
tionnaire survey administration. A questionnaire that comprises of sixteen sections was
used to take feedback data from the participants after the conduct of the experiment.
The results gathered includes the previous experience of computer usage and Internet
and e-commerce transaction of participants. How the dependent variable (Intention to
Adopt) are being affected by independent variables are also tested.

Note, from Fig. 1, we can also think of Trust as an Independent variable that is
manipulated to see the effects on the dependent variable Intention to Adopt, or we can
think of Trust as a dependent variable that we measure after manipulating independent
variables such as fear and risk, etc.

The pilot results significantly indicates that citizens of developing countries want
a better security authentication technique, which may increase the citizen’s trust in e-
commerce. Again, the pilot result shows that, citizens may better accept the proposed
CPVA architecture compared to existing DS and DFS based e-commerce transactions.

In our pilot study, DS based on Pin and Password is actually rejected due to its
vulnerability that leads to citizens Identity theft, where citizens Identity theft reduces
citizen’s trust towards e-commerce. The pilot study result also shows that, DFS provides
a more secure platform than the DS architecture. Also, further inference is shown that
DFS based identification has denied several citizens from their rightful authentication
thereby increasing citizen’s fears over e-commerce security and this probably leads
to e-commerce rejection. The result of citizens perspectives towards these DS and DFS
security authentication techniques suggest that citizens may prefer the proposed security
architecture based on Contactless Palm Vein Authentication (CPVA) when carrying out
their day to day e-commerce transactions. Raw data results can be found in the GitHub
archive previously mentioned.

7 Discussion

Building acceptable trusted e-commerce systems is desperately needed in developing
countries to ensure the survival of their economies [3]. Research has shown that specific
infrastructural barriers are limiting and also negatively affecting e-commerce growth
in developing countries [1]. P. Japhet et al. have argued that framework barriers are a
hindrance [8]. Other evidence suggests that the causes of e-commerce non-development
among developing countries varies [29]. Billewar and Babu argue that it is unbelievable
that many developing countries did not have any policy for protecting customers for
online transactions [30]. Therefore, customers are not secure and are not able to resolve
their problems, which reduces customer trust in e-commerce [31]. This research work
investigatesmany salient barriers affecting e-commerce development and uptake in these
areas.

K. E. Corey et al. [5] show that e-commerce is advancing on a daily basis and bene-
fiting individuals, organizations and nations at large to the extent of it being an economic
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catalyst in this present day’s economy, and this prevalence of e-commerce makes it vul-
nerable to attacks. e-Commerce rapid growth makes an e-commerce platform attack to
be more prone and frequent [8]. Further, attacks are now becoming more advanced in
nature, as such these attacks are now becoming a major barrier to e-commerce growth
in developing countries [10]. Therefore, e-commerce security issues are very important
and pertinent, as such this research considers the security aspect of electronic commerce
using a Contactless Palm Vein Authentication (CPVA) as a superior method for secur-
ing e-commerce transactions. Other research work discusses I-based passwords, finger
print, finger vein and palm vein security technologies used for e-commerce transaction
authentications [23, 32, 33].

Digital Signature involves the use of codes as a password for identity representation
on an e-commerce platform [32]. In many cases, used have experienced losses due to
stolen pin and password at alarming rates. This identity theft has impacted negatively on
the development of e-commerce in developing countries [8]. However, the success of e-
commerce may also impact positively on the economic situation of developing countries
if security issues and identified barriers to uptake are successfully resolved [1].

The incorporation of biometrics to the PIN system has increased the security system
in online transactions [29]. Although, despite security awareness customers are still often
careless with their Pins and Password information, which increases the rate at which
fraudsters are able to succeed in guessing their Pin or Password credentials. Evidence
shows that several cases of identity theft have shown the need for new methods to
improve the security aspect of e-commerce. However, more secure authentication is
achieved using biometric techniques in which an individual unique identifier is used for
authentication [17, 19, 34]. Physiological and behavioural features are proving to be
more reliable in digital security identification [35].

Evidence shows that the fingerprint technique is not very effective for many citizens
of developing countries, often due to nature of manual employment that degrades a
person’s physical fingerprints. Whenever the outer layer of the finger is subjected to
damage, then theDFSbegins to experienceHigh FalseRejectionRates (HFRR) [13], you
can see this if you do some simple DIY at home, often you can’t access your ownmobile
phone afterwards using DFS. Therefore, DFS at the moment may need to be replaced in
online transactions in developing countries. However, the palm vein technique is unique
for an individual, and this vein pattern under the palm can be captured with the use of an
infrared camera [36]. Veins are tissues through which the blood flows in the body and
the vein at the region of the palm is referring to as a Palm Vein [37]. Hand vein geometry
is still at an early research stage [38]. Therefore, existing IT infrastructure may not be
adequate for new CPVA security mechanisms?

However, there are examples of CPVA currently being used in a hospital to authen-
ticate patients [39]. In such cases, sample palm vein images are being acquired from
incoming patients using an infrared camera. The vein pattern of a particular patient is
then used to compare with the already processed pattern in the database of the patient’s
medical records [40]. Laadjel M. et al. argues in [26] and M. Preethi in [22] argued
that it will not be easy to steal palm vein patterns due to its complex structure and the
authentication requires live blood flow through the veins. Also, Jain argues that the palm
vein pattern is very likely to be more secure than a DFS [41].
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Krishneswari and Arumugam show [42] show that the positive characteristics of
CPVA that make this authentication method superior to DFS include:

1. CPVA systems are capable of using a pre-registered image of an individual’s identity
and comparing with the newly acquired image using blood veins palm pattern.

2. CPVA systems are likely to be acceptable by the user because of its non-invasiveness
and the technique of using live blood veins makes the method very reliable.

3. CPVA images are difficult to replicate, this makes the technique highly dependable.

8 Conclusion

Security authentication methods for e-commerce transactions is attracting many
researchers’ attention, especially in developing countries. Their focus is on how new
improved authentication techniques could be developed to increase e-commerce adop-
tion in developing countries. The privacy, security and trust aspects have been attract-
ing research interest since they are considered as critical issues and challenges for e-
commerce adoption in developing countries. This paper reviewed a number of architec-
tures for security authentication technique issues related to the privacy and security of
e-commerce transactions.

This paper discussed the DS (Pin/Password) concept and challenges of identity theft.
At the same time DFS technology architecture was reviewed, its effectiveness and the
problem of High False Rejection Rate (HFRR) is discussed. In addition, this paper
examined the problems associated with current security techniques. Furthermore, we
proposed a new security architecture, focused on CPVA, to be used in the authentication
of e-commerce in developing countries. This may overcome the issues apparent in DS
and DFS architectures, particularly in relation to security and privacy since these are
important in providing the adequate trust needed by the citizens. The proposed CPVA
technology has a property that supports liveliness (i.e. the palm veins must have blood
flowing to work), integrity, privacy and reliability.
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Abstract. In Zero-Day malware challenges, attackers take advantage of every
second that the anti-malware vendor delays identifying the attacking malware
signature and provide the updates. Furthermore, the longer the detection phase
delayed, the greater the damage to the host device. In other words, the inabil-
ity to early detection of attacks complicates the problem and increases damage.
Therefore, this study aims to develop an intelligent anti-malware system capable
to instantly detect and terminate malware activities instead of waiting for anti-
malware updates. In its scope, the study focuses on the Internet of Things (IoT)
malware detection based on Machine Learning (ML) techniques. A recent open-
source ML algorithm called Light Gradient Boosting Algorithm (LightGBM) is
used to develop our instant anti-malware approach at both host and network layers
without the need for any human intervention. The results show a promising app-
roach for detecting and classifying malware with high accuracy reaches almost
(100%) at both the network and host levels based on the cross-validation Holdout
method. Furthermore, the results show the ability of the proposed approach to
early detect IoT botnet attacks, which is an essential feature for terminating the
botnet activity before propagating to a new network device.

Keywords: Malware ·Machine learning · Botnet · Internet of Things · Gradient
boosting · LightGBM

1 Introduction

Competition between attacks and security defenses will never end. With each security
enhancement, new attacking tools are developed to overcome security defense. Malware
or malicious software is the most common type of cybersecurity threats that can perform
either active attacks, passive attacks or both together. Traditional virus scanning solutions
rely on manually created malware signatures and statistics analysis, which never be
able to practically satisfy the increasing demand for security defense solutions against
malware. Off-the-shelf antivirus software products require to be updated frequently with
the newly detected malware signatures. Therefore, traditional virus software unable to
detect malware in real-time of the zero-day attack. However, after new malware’s first
attack and classified as wild, companies analysis the malware and create their signature
then release definition updates to their products so it can recognize the new malware.
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Before the release of definition updates, several terabytes of datamaybe lost or stolen,
andmillions of dollars might get lost because of these attacks. Governments, companies,
and individuals are potential victims of malware attacks. With every zero-day malware
attacks, there will be a massive and unrecoverable financial and data loss. The number
of the victims grow as well as the loss until vendors of anti-malware update the client’s
software. Malware challenge is continually evolving along with the dramatic increase in
the number of victims due to the increased number of cyberspace users. In 2015, Panda
Security Company announced that 230,000 new malware attacks produced in a daily
base [1, 2]. Thus, mitigating its impact has raised the demand to find a new approach for
real-time detection and identification of malware attacks. Researchers who dealt with
malware detection used various machine learning algorithms for classification; some
achieved better results than others. On the other hand, the literature focused onmalicious
software for computer operating systems, while others focused on IoT malware. The
LightGBM algorithm used in two types of studies, one type was not related to malware,
such as Fonseca et al. [12] which dealt with the classification of the acoustic scene
classification. Though it achieved significant results. The other type is closed to our
study, such as Su et al. [13] who used LightGBM based on image recognition to classify
IoT botnets. However, the results of the study were not good enough compared to other
algorithms.

This research used machine learning to solve malware detection problem by apply-
ing malware classification using LightGBM on IoT botnet. However, in this research,
Machine Learning (ML) techniques and its applications to manage malware attacks are
exploited based onLightGBM,which is one of themost influential and high-performance
machine learning algorithms recently developed by Microsoft [3] on IoT botnet. A pre-
defined dataset [4] related to IoT heterogeneous devices connected to a network used for
evaluating our proposed approach. The target dataset includes (115) features obtained
from different IoT devices. Considering benign traffic and botnet traffic collected from
Distributed Denial of Service (DDoS) attack initiated using two families of IoT malware
(Mirai, and Gafgyt) [3–5].

• Our solution classifies the IoT botnets in both network and host layers, which provide
more accurate results that maintained the same precision for classifying both IoT
botnets tested in the experiment.

• Our solution can detect IoT botnet in the early phase of attack without losing its
efficiency, regardless of the various devices and their operating systems.

This paper organized into six sections. The next two sections discusses some of the
most recent and related works to malware classification. Precisely, we discuss the used
methods and algorithms for malware detection and classification, besides the achieved
results for each literature. The review includes studies for computers malware clas-
sification but mainly focused on IoT botnets. The fourth section discusses the model
design and the methodology for our experiment. Then, it describes experiment settings
regarding both data, classifier, and experiment phases.

The fifth section discusses the evaluation criteria, then analyze the experiment results
and findings to evaluate them properly. At the end of the first part, we compare the output
results based on the experiment phases, as well as the devices and botnets to understand
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their relation. Then it compares our method with the most related works. Finally, the last
section concludes this study, along with our recommendations for future work.

2 Botnet Attacks

The botnet term is an abbreviation for “robots network,” a network that connects IoT
devices that hosting a (robots) together with victims’ computers. Attackers are taking
advantage of IoT vulnerabilities to inject botnet malware into the IoT devices to initiate
a wide range of attacks to one or several machines. A botnet can remotely control IoT
devices as a group using unauthorized remote access [6, 7]. Thus, IoT devices are suitable
to host robots to commit a cybercrime while the criminal is safe and sound somewhere
else in the world. Figure 1 demonstrates how the IoT botnet attack works.

Fig. 1. Overview of an IoT botnet [8].

There is a long list of IoT malware capable of making active or/and passive attacks.
The DDoS attack is the most famous attack executed by IoT botnets related to many
families besides credential theft, phishing and other types of attacks [9, 10]. The most
common families Among IoT botnets are:

• Mirai: This is one of the most used IoT botnets for DDoS attacks; it can infect in one
hour about 4000 IoT devices [4, 9, 11].

• Bashlite: which also called Gafgyt, Torlus, or Liz kebab, targets IoT devices that have
firmware based on Linux OS [4, 9, 11].

3 Related Works

Gandotra et al. [6] presented an extensive literature review on the related works (before
2013). They concluded that statistical analysis alone was not sufficient because it would
not instantly detect the zero-day malware. Dynamic analysis is flawed as well because it
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requires and consumes time and resources. Their recommendation is to adopt a hybrid
technique combining static and dynamic analysis. Su et al. [3] claimed that their study
was the first classification that tested on real IoT botnet samples. Also, they claimed that
the introduced classification system could be easily deployed to any real IoT device.
Based on the detection schema for the proposed light-weight solution they argued that
the lightweight classification system using CNN does not need training data based on
compared to all other studies that used SVM, or k-nearest neighbors. Based on Neural
Network (NN), they implemented their experiment for image recognition. The dataset
has the most samples from the following three families (Mirai, Gafgyt, and Linux.Fgt)
the rest of the samples from other different families. However, the best result they could
accomplish using CNN is 94% accuracy with 94.67% True Positive Rate (TPR) and
93.33% True Negative Rate (TNR).

Meidan et al. [4] proposed a network-based technique using deep learning to perform
anomaly detection. They extracted behavior static features using IoT benign traffic from
devices infected with real botnets (Mirai, and Bashlite which known as well as Gafgyt)
and used it to train Deep AutoEncoder (DAE), which is a deep learning neural network
architecture. The results of their experiment were promising. Although, the training time
for benign traffic of each device was relatively high, for example, training on 19,528
benign instances with 172kB size took 190 s. Moreover, their research was limited to
the node layer. The experiment tested each device in separate of other devices excluding
the network layer, while including network layer could introduce a wider solution for
malware detection.

Costin et al. [12] introduced an open-source framework for the analysis of IoT mal-
ware. They claimed that their work would fill the gap between studies in the IoTmalware
field and their framework would help researchers in the future to better understand IoT
malware and better defense them. The study estimated 90 days of the advantage of auto-
mated IoT malware detection before samples analyzed for its signature. They found that
almost 60% of IoT malware families had two instances, which could be an interesting
finding that explains a lack of accuracy in static analysis and can be an essential error
factor. In the other hand, Although the paper published in Aug 2018, it was not published
in Research Gate and has zero citations in google scholar to the time when this thesis
wrote. They recommended the researchers to improve cyber-security by improving clas-
sification performance and quality. Alejandre et al. [10] emphasized the importance of
detecting botnet during the early phase of its life cycle. In their study, they focused on
the detection process during the C&C phase according to Leonard et al. [13]. Authors
proposed Genetic Algorithm (GA) integrated with the C4.5 algorithm for classification
and evaluating the generated features. For the experiment, the authors developed a Java
program to implement GA and applied based on two datasets that represent centralized
botnets in one dataset and decentralized botnets in the other one. The best result they
could achieve was 99.58% after ten iterations. They recommended testing the proposed
solution on massive datasets.

Fonseca et al. [14] combined LightGBM and Convolutional Neural Network (CNN)
for acoustic scene classification. Although, this study subject is not related to cyber-
security, it worth to review the classification algorithm used. The study experiment
proved that LightGBM algorithm is more accurate and performs classification training
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faster than its predecessor eXtreme Gradient Boosting (XGBoost). Furthermore, the
experiment results were better than the previous related study which used the same
dataset. The experiment results divided into two stages. In the first stage, LightGBM
achieved 80.8% accuracy improving the Multi-Layer Perceptron (MLP) of the previous
study by 6% using the same dataset. While in the second stage, LightGBM combined
with CNN to achieve 83% of accuracy, which means 8.2% improvement on the MLP
of the previous study. Islam et al. [15] investigated the efficiency of classification using
data mining and machine learning. They argued that after making the classification
public, the attacker would obfuscate the extracted features for that classification, which
substantially reduce its accuracy. They added that the classification based on a given set
of malware would fail or at least will not perform well with zero-day malware. They
extracted static features required for their experiment, then used extracted features with
their classification system. The authors concluded that ML using Random Forests is
the best classifier for their dataset. The accuracy of the experiment was 97% with the
conclusion that the age of malware impacts the results.

Meng et al. [16] extracted features from behavioral analysis using API calls called
Static malware Gene Sequences (SGS). They defined software genes as a fragment of
the code extracted from programs that have functional information. In their experiment,
they used a recursive descent algorithm using Interactive Disassembler Python (IDA
Python) to extract the genes arranged in a two-dimensional matrix. They proposed a
neural network module called “Static Malware Gene Sequences-Convolution Neural
Network” (SMGS_CNN) for classification. In the experiment, they applied CNN on a
dataset chosen from “VX-Heavens” web site [17]. The accuracy increased slightly in
each iteration to achieve 98% accuracy after more than 3500 iterations. They concluded
that using CNN is better than traditional SVM, which achieved 94.7% accuracy using
the same dataset. Alejandre et al. [10] emphasized the importance of detecting the botnet
during the early phase of its life cycle. In their study, they focused on detection process
during the C&C phase, according to Leonard et al. [13]. Authors proposed Genetic
Algorithm (GA) integrated with the C4.5 algorithm for classification and evaluating
the generated features. For the experiment, the authors developed a Java program to
implement GA and applied based on two datasets that represent centralized botnets in
one dataset and decentralized botnets in the other one. The best result they could achieve
was 99.58% after ten iterations. They recommended testing the proposed solution on
massive datasets.

4 Design and Methodology

4.1 LightGBM Classifier

Gradient boosting is one of machine learning algorithms used for classification and
regression. It combines models from different algorithms to produce new iterative one.
Gradient boosting is one of the most wildly used machine learning algorithms due
to its accuracy and efficiency [18]. It started with the Adaptive Boosting (AdaBoost)
then developed into many algorithms and techniques such as GBM and Model-Based
Boosting (MBoost), then to CatBoost, XGBoost and LightGBM [19]. IoT networks
made of heterogeneous devices that have limited resources. Such that the Lightweight
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classification algorithm is the best choice for any good performance security system
for IoT networks. LightGBM machine learning algorithm inspired by Su et al. [3] and
Fonseca et al. [14] who used it in similar studies.

LightGBM is a new gradient boosting framework based on decision tree algorithms,
which introduced byMicrosoft. It supports many algorithms like GBM,GBDT,Gradient
Boosted Regression Tree (GBRT), and Multiple Additive Regression Tree (MART); as
a result, it is scalable, accurate, and efficient [20]. The decision tree, in this algorithm,
grows in leaf-wise [21], which optimize the loss which generates branches, Hince, this
algorithm faster and less complexity than level-wise growth which extend the tree depth
[18]. According to Meidan et al. [4], the time complexity for the lightGBM calculated
as O(#Data x #Features).

XGBoost is a simple solution that uses presort based algorithm for decision tree learn-
ing. Although it is not smooth and a little bit complex to optimize. However, LightGBM
increases training performance and reduce the usage of memory by using algorithms
based on the histogram.

4.2 Datasets

IoT devices use the same internet protocols, which is the main common thing that can
describe IoT devices’ similarities. Traffic analysis is the best choice in the IoT network
to detect and classify cyber-attacks. In any experiment, to get accurate results, accurate
data must be provided as the experiment input. Hence, a dataset collected from real IoT
devices’ traffic is better to develop an applicable and reliable system in the real world
IoT devices. Most previous experiments used datasets collected using a sandbox, which
is not accurate as it would be in the case of a real-world environment. In this approach,
we adopted real data introduced in [4]. In their study; they set up their lab using real IoT
devices for DDoS attacks initiated with two botnet families and nine IoT devices [4]. The
files in a “.csv” format for selected datasets, uploaded by the authors to the repository
system in the University of California, Irvine. The datasets are freely accessed online
source, and consist of (115) features described in [4].

4.3 Proposed Solution

The proposed approach aims to develop a real-time system for detecting and classifying
IoT botnets based on LightGBM ML techniques. The approach architecture and the
model of the experiment illustrated in Fig. 2. First of all, we carefully selected the dataset
which collected from a real IoT network, and then we implemented machine learning
classifier to classify botnets attacks. Later in this chapter, architecture and experiment
settings will clarify our approach.

4.4 Architecture

Our approach implemented as a distributed architecture that covers multi-layers, as
shown in Fig. 3. Our approach based on implementing the selected algorithm for training
and classification on the host and the network layers, such that, each layer has two stages.
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Fig. 2. Approach Architecture.

Fig. 3. Experiment’s architecture.

The experiment is carried out in four stages; while results organized into five cat-
egories. The following list connects each results category to the related phase of the
experiment:

1. Phases of attack\device: The most detailed results for the 1st phase.
2. Attack phases: It has driven out of the first category to evaluate the detection during

an early phase of the attack.
3. Host-related results: for the host layer in the 2nd phase.
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4. Malware: The results from the 3rd phase were based on a whole single IoT botnet
repeated for the two tested IoT botnets.

5. Network layer: The results form the 4th phase of the experiment.

4.5 Experimental Settings

First of all, we reconstructed the selected dataset to align with the designed architecture.
Our experiment implemented using Google COLAB ordered as the following:

• Phase #1: Phase of attack\device: We separately performed the training and clas-
sification for each IoT device’s benign traffic combined by one botnet attack (Mirai
and Gafgyt) separately. Botnet attack selected from one attack phase on the same IoT
device. Similarly, the training repeated for each phase for each botnet per device using
80 datasets, contains 100% of original datasets.

• Phase #2: Host layer: The same procedures in the 1st phase applied; however, we
involved both botnet attacks (Mirai and Gafgyt). Botnet attack selected from all attack
phases on the same IoT device. Similarly, the training repeated for all botnets attacks
for each device using nine datasets, 50% of original datasets.

• Phase #3: Network layer per malware: Again, we separately performed the training
and classification for benign traffic form all IoT devices combined by single botnet
attack (Mirai and Gafgyt). Botnet attack selected from all attack phases on all IoT
devices. The training repeated twice for attacks for all devices using two datasets
contains 25% of original datasets.

• Phase #4: Network layer: The same procedures in phase #3 applied; however, we
involved both botnet attacks (Mirai and Gafgyt). The botnet attack selected from all
attack phases on all IoT devices and contains 12.5% of original datasets. In the first
stage of this phase, we implemented the classifier on the binary-class dataset using
k-fold cross-validation. While in the second stage, we used the Holdout method to
handle multi-class dataset in the second stage.

Furthermore, we developed two codes for LightGBM algorithm using Python. One
code used Holdout method to handle multi-class dataset in the second stage of the last
phase. The other code designed to use k-fold, where k= 10, to handle all other datasets
used for training in all phases.

5 Findings and Discussions

5.1 Evaluation Criteria

k-Fold cross-validation is a statistical procedure to evaluate the skill of supervised
machine learning models. Cross-validation delivers predictions accuracy and avoiding
the overfitting where the model repeats the labels to get a perfect score but fails to get
predictions [22]. The k-fold in cross-validation splits the datasets to k equal sets, then
uses (k − 1) sets for training. The validation results in each loop come from testings the
last set. Eventually, it calculates the average of results collected from all k loops (folds).
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To evaluate the experiment results, we considered a set of classification metrics such
as (Accuracy, Area Under Curve (Auc), True Positive Rate (TPR), False Positive Rate
(FPR), Mean Squared Error (MSE), Matthews Correlation Coefficient (MCC), Loga-
rithmic Loss, and F1 Score). Also, to compare the results with related works, we used
precision and recall as well.

5.2 Results Evaluation

Recalling the experiment setting, the proposed approach implemented in different four
layers. The 1st phase used datasets that represent each device vs one phase of a botnet
attack. The metrics were very much similar for all devices, where the accuracy percent-
age is ranging between (0.9999) and (1.0000), with standard deviation range between
(±0.0000) to (±0.0004).

Then, detailed results reanalyzed to conclude the results for each phase for both
botnet attacks, which summarized in Table 1. The results in Table 1 are the averages of
each metric for each phase.

Table 1. Metrics for each attack phase.

Attack phase Acc. TPR FPR MSE MCC Log. loss F1 score

Phase #1 99.99% 100% 0.01% 0.28% 99.99% 0.18% 99.99%

Phase #2 100% 100% 0.01% 0.24% 99.99% 0.15% 100%

Phase #3 100% 99.99% 0.00% 0.04% 99.99% 0.13% 99.99%

Phase #4 100% 99.99% 0.00% 0.06% 99.99% 0.14% 99.99%

Phase #5 100% 100% 0.00% 0.24% 99.99% 0.11% 100%

In the second phase which represents the host layer, which used nine balanced
datasets that represent the nine devices for all phases of both botnet attacks on the
same device. All metrics measurements in this layer are better than the previous one.
Their averages are ranging between (0.9997) and (1.0000), with standard deviation
range between (±0.0003) and (±0.0006). Malware phase uses two balanced datasets,
one dataset for each botnet. The accuracy for both botnets is 100%, and the standard
deviation for both is 0%. Similarly, all other metrics indicate that the detection precision
for both is the same. The last phase (the network layer), used only one dataset for all
phases of both attacks on all devices, along with an even combination of the benign
traffic from all devices. Table 2 presents the metrics measurements in this phase.

5.3 Comparison of the Experiment Results

1) Attack phases
The comparison result between each attack phase shows a slight difference between
them.
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Table 2. Metrics for the network layer.

Metric Value

Accuracy 100%

AUC 100%

TPR fold 100%

FPR fold 0.00%

MSE 0.00%

MCC fold 100%

Log. loss 0.06%

F1 score 100%

2) Layers
In this test, the averagevalues of classification accuracy,AUCandF1 score are considered
for each layer to be compared with averages for the host layer. Table 3 emphasizes the
superiority of the network layer, which has 100% accuracy compared with the host layer
with minor differences. The results are undeniable as values for MSE and Loss dropped
for the network layer from 0.0003 to 0.0000 for the MSE, and from 0.0038 to 0.0000
for the Log. Loss.

Table 3. Comparison of results for layers

Layer Acc. AUC F1 score MSE Log. loss

Host layer 99.99% 99.98% 99.78% 0.03% 0.38%

Network layer 100% 100% 100% 0% 0%

3) Methods
Both k-fold cross-validation and Holdout methods used in the last experiment on the
network layer. Table 4 shows the results. These results indicate the same accuracy level
for bothmethod despite the class. This similarity indicates no differences in classification
and detection accuracy as well as predictions of both used botnets (Mirai, and Gafgyt).
On the other hand, We found that precision is (100% and 100%) and recall is (100% and
100%), respectively.

5.4 Comparison with Related Works

Table 5 compares our method with three similar approaches for IoT malware classifica-
tion. The results for all other approaches maintain a lower accuracy and TPR than our
approach does in the network layer. Moreover, none of the previous approaches achieves
similar overall results in such a way that our approach does.



LightGBM Algorithm for Malware Detection 401

Table 4. Comparison of network layer methods

Mean Std. dev.

Method Class Accuracy F1 score MSE Accuracy MSE F1 score

K-fold Binary 100% 100% 0% 0% 0% 0%

Holdout Multi 100% 100% 0% 0% 0% 0%

Table 5. Comparison with results from related works.

Our method Meidan et al. [4] Su et al. [3] Alejandre et al. [10]

Devices IoT IoT IoT IoT

Algorithm ML DL DL ML

LightGBM DAE CNN GA

Accuracy 100% – 94.00% –

F1 Score 100% – – –

MSE 0.00% – – –

Precision 100% – 93.42% –

Recall 100% – 94.67% –

TPR 100% 100% 94.67% 99.46%

FPR 0.00% 0.70% 5.33% 0.57%

6 Conclusion and Future Work

In this study, the results prove that the advanced ML algorithms and DL does not neces-
sarily lead to better solutions. In contrast, it may increase the complexity of the problem.
For instance, LightGBM algorithm achieved almost 100% accuracy, which proves the
efficiency of this ML algorithm over DL strategies. Besides, the improved accuracy
using classical ML alternates anti-malware producers to use deep learning. The results
demonstrate the ability of our approach to detect botnets attacks with the same high
accuracy regardless of its family. Also, our approach provides an instant, accurate and
straightforward method to early detect IoT botnets in the network level before infecting
any more IoT devices. Network-level means that anti-malware can analyze and detect
malware out of sniffed traffic from the network despite traffic source, destination host,
device type, device brand, or the device’s OS. LightGBM, in particular, achieves promis-
ing results in the network layer, which is more accurate than in the host layer context.
Therefore, the proposed algorithm won the race to be the light, efficient and precise
malware machine learning classifier in both host or network layers. For the best of our
knowledge, vendors of anti-malware systems can implement the presented system on all
real IoT devices. Utilizing these results in the anti-malware system will make it possible
to identify the threat in real-time and terminate it before the damage occurred. Based on
the promising results of the proposed IoT botnets classification algorithm, researchers
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are recommended to pay more attention to involve computer malware as well. Despite
the high-performance levels achieved by the proposed approach, themetrics discussed in
the previous chapter did not consider time performance. The proposed system will have
more potentials if more studies improve its time performance. Finally, we recommend to
perform the same experiment using computer malware dataset and consider improving
the time performance.
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Abstract. Not only have all current scientific white-box AES schemes
been mathematically broken, they also face a family of attacks derived
from traditional Side Channel Attacks, e.g., Differential Computation
Analysis (DCA) introduced by Bos et al. Such attacks are very universal
and easy-to-mount – they require neither knowledge of the implementa-
tion, nor use of reverse engineering. In this paper, we particularly focus
on DCA against white-box AES by Chow et al. which shows lower than
100% success rate as opposed to other schemes studied by Bos et al.
We provide an explanation of this phenomenon while unraveling another
weakness in the design of white-box AES by Chow et al. Based on our
theoretical results, we propose an extension of the original DCA attack
which has a higher chance of key recovery and might be adapted for
other schemes.

Keywords: White-box AES · Differential Computation Analysis ·
Linear cryptanalysis

1 Introduction

Standard ciphers like AES (Advanced Encryption Standard, [30]) were designed
with respect to so-called black-box model. In this model, an adversary is only
allowed to observe ciphertexts of chosen plaintexts while she does not gain any
other information about the encryption algorithm execution – neither interme-
diate values, nor timing. I.e., the adversary has an access to an encryption oracle
while her goal is to recover the key or employ the oracle for effective decryption.

However, real-world hardware implementations like smart cards do leak cer-
tain portion of internal information through various side-channels, e.g., power
consumption or electromagnetic radiation. This attack scenario is referred to as
the gray-box model.

Later, there has emerged a need for the most extreme scenario where the
adversary has a full control over the execution environment. Such a model is
called the white-box model. Note that in this model, the adversary is free to
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observe or alter all intermediate values as well as instructions. It follows that the
original cipher’s intermediates—which typically allow for key recovery—must be
somehow hidden or masked. In the wild, several techniques and layers of protec-
tion are being put in place, ranging from software obfuscation to mathematical
approaches. In our paper, we will particularly focus on the mathematical point
of view, however, our results will turn out to be highly practical.

1.1 White-Box Cryptography

In 2002, Chow et al. proposed white-box implementations of AES and DES
[11,12] (WBAES, WBDES). These implementations aim at protecting the key-
ing material from an adversary who is in possession of the implementation which
includes the (masked) key. Even though many years have passed, all scientific
white-box AES schemes got eventually broken (to the best of our knowledge),
especially since the usage of side-channel attack techniques like Differential Com-
putation Analysis (DCA) [9], Differential Fault Analysis (DFA) [14,17] and/or
their recent enhanced variants [2,5,7,31].

However, the business need is stronger, hence this field is still very active,
despite relying on software obfuscation techniques and secret design, i.e., vio-
lating the Kerckhoffs’ principle [18]. Applications of white-box cryptography
include—but not limited to—Digital Rights Management (DRM) for protected
content distribution, Host Card Emulation (HCE) on mobile devices for mobile
payments, or memory-leakage resilient software; see Bogdanov et al. [6] for a
detailed description of each. For an extensive literature research regarding white-
box cryptography, we recommend a recent work by Goubin et al. [16].

1.2 Our Contributions

In this paper, we point out the atypically low success rate of the DCA attack
against Chow’s WBAES presented by Bos et al. [9]. For this phenomenon, we pro-
pose a theoretical explanation which identifies a vulnerability of Chow’s WBAES
to the DCA attack. Based on our results, we further generalize and extend the
set of targets that were employed by Bos et al. in their original attack. We also
motivate to use our novel targets for a DCA attack against other implementa-
tions that use (semi-)linear masking of intermediates.

In the experimental part, we provide a description of our attack toolkit and
employed algorithms, and we provide detailed numerical results including timing.
Notably, we confirm the vulnerability that was identified during the theoretical
analysis. Finally, we study the behavior of false positives in case of a blind attack
and derive an optimal number of traces in terms of computational effort.

1.3 Paper Organization

The paper is organized as follows: In Sect. 2, we give a brief description of Chow’s
WBAES, we provide a short introduction to side-channel attacks and highlight



406 J. Klemsa and M. Novotný

the usage of DCA in the white-box attack context. We analyze the DCA attack
against Chow’s WBAES in Sect. 3. In Sect. 4, we describe the practical attack in
detail, we support our explanation by an experiment and propose a methodology
for practical usage based on a comprehensive testing set. We conclude our work
in Sect. 5.

2 Preliminaries

2.1 Construction of White-Box AES by Chow et al.

One of now classical mathematical approaches how to hide an AES key—in
fact all intermediate values as well—in a software implementation is to turn
all AES operations into somehow masked lookup tables. Such an approach was
introduced in 2002 in a seminal paper by Chow et al. [12]. In their construction,
there are four types of lookup tables while the intermediate values are masked
using both linear and non-linear random bijections. However, this particular
design was mathematically broken two years later by Billet et al. [4].

In the following, we give a high-level description of tables Type II of Chow’s
WBAES because this is where the attack of our interest will show to be operating.
Note that we will be using plain AES without input and output encodings which
is technically just an obfuscation layer—we need a plain AES encryption oracle
anyways. For further details, we refer to Muir’s tutorial [28] which we highly
recommend over the original paper by Chow et al.

Lookup tables Type II combine several AES operations together with both
linear and non-linear masking, see (1). Description of each operation follows.

plaintext → AddKey → SBox → MB ◦ MC → Enc−1

in table Type II

→ 1st intermediate → . . .

(1)

plaintext: The table inputs 1 byte of an AES plaintext block, i.e., the table
contains 256 entries.

AddKey: This operation XORs respective byte of the (unknown) AES key with
the plaintext byte.

SBox: This operation is a standard AES SBox, i.e., a 1-byte non-linear bijection.
MB ◦ MC: This operation is a composition of two 4-byte linear bijections: MC,

which stands for standard AES MixColumns, and MB, which is a random
linear bijection (hence unknown). Their 4-byte input is split into four 1-
byte values, which are handled in separate tables and XORed together in
subsequent tables using linearity. Hence this operation inputs 1 byte and
outputs 4 bytes (32 bits).

Enc−1: This operation is a random 4-bit non-linear bijection, which is applied
to each of the eight 4-bit nibbles of the 32-bit input value. Note that it is
re-randomized for each nibble and each table while its correct counterpart
Enc must be applied at the input to the subsequent lookup table.



Exploiting Linearity in White-Box AES with DCA 407

1st intermediate: The output value. It can be found by the adversary in the
lookup table.

Note 1. Enc bijection is only 4 bits wide, because two such 4-bit nibbles are
later XORed together, hence making the input for the subsequent table 8 bits
wide. If Enc were 8 bits wide, the subsequent table would need to input 16-bit
values, which would make the table very large, however, this approach is used
in some white-box implementations.

2.2 Side-Channel Attacks in White-Box Cryptography

Let us briefly recall the principle of side-channel attack and particularly one of
its variants upon which Bos et al. [9] built their attack in the white-box context.

Side-Channel Attack (SCA) is a large family of attacks that exploit any weak-
ness of a real-world implementation of a cryptographic algorithm to recover the
key (i.e., SCA assumes the gray-box context). SCA was pioneered by Kocher in
1996 in [24] where he focuses on public key cryptography. However, the general
idea can be ported to symmetric cryptography as well.

On the one hand, SCA may exploit passively observable measures coming
from different sources of information leakage, e.g., power consumption [25], elec-
tromagnetic radiation [15], or timing [24]. On the other hand, there exist also
active attacks that attempt to alter the computation data or flow and observe
corrupted results. The phenomenon of faults in cryptographic algorithms was
first addressed by Boneh et al. [8]. For a comprehensive reading we refer to Koç
[23, Chapters 13–18].

Differential Power Analysis. There are several types of passive SCA’s against
AES depending on type of the leakage, among them, we will particularly focus
on a specific case of Differential Power Analysis (DPA). Let us consider that we
can measure voltage on a system bus where we expect to capture transfers of
AES intermediates. Such records will be referred to as the traces. Given a set of
plaintexts and respective traces, there exists a moment in time t0 when certain
intermediate value is being transferred over the bus. The goal is to guess a small
portion of the key and precompute the expected intermediate value. If the guess
is correct, we will find a big correlation between the precomputed intermediates
and values across the traces at t0. Otherwise, no significant correlation shall
occur at any position within the traces.

Specifically, we will consider individual bits of the first SBox output as the
intermediates, i.e., t = SBox(PT [i] ⊕ k)[b] for i-th byte of a plaintext PT , a key
guess k and b-th bit of the SBox output. Such values will be referred to as the
targets or hypotheses, i.e., values that we expect to occur across the traces.

The attack proceeds as follows: we loop all 16 key byte positions i, all 256
guesses on i-th key byte k and all 8 target bit positions b. For each trace, indexed
by j, we compute the expected target value as

tj = SBox(PTj [i] ⊕ k)[b]. (2)



408 J. Klemsa and M. Novotný

Based on the value of tj ∈ {0, 1}, we split the traces into two sets S0 and S1,
respectively. Note that for the correct key guess, the traces in S0 are expected
to have a low value at t0 and a high value in S1, respectively. Therefore we
compute absolute difference of means of the two sets D =

∣
∣S̄1 − S̄0

∣
∣ where S̄

denotes a mean trace, i.e., S̄ = 1
|S|

∑

t∈S t using point-wise trace addition. Then,
for the correct key guess, there shall emerge a clear peak at time t0, otherwise
the differences of means shall be small and blurry. For each key candidate, we
refer to the magnitude of the peak as the rank of the candidate. A pseudocode
for a derived attack will be given later.

Note 2. In case of a noisy measurement, the peak might be unclear. For this
reason, we rank the candidates – the higher rank, the more likely the guess is
correct. This might be later used also for brute force key recovery if the initial
key guess is incorrect – first we search the candidate bytes with lowest rank.

2.3 Adaptation of SCA to White-Box Attack Context

As introduced by Bos et al. [9], the powerful tools of SCA can be advanta-
geously used for an attack against white-box implementations of cryptographic
algorithms. Regarding white-box challenge implementations—de facto encryp-
tion oracles—the main benefit of such attacks is that they do not need knowl-
edge of particular implementation, often neither use of reverse engineering, which
makes them very universal and easy-to-mount. In this paper, we focus on pas-
sive attacks, however, active attacks like Differential Fault Analysis (DFA, first
introduced against DES [3], later also against obfuscated implementations [17]
and in particular against AES [14]) might be adapted as well while making it
probably the most powerful attack in the white-box attack context.

In their paper, Bos et al. adapted DPA (as introduced in Sect. 2.2) for an
attack against several white-box implementations; they call this adaptation the
Differential Computation Analysis (DCA). Instead of physical measurements,
they employed instrumentation tools like Valgrind [29] or PIN [26] to capture
program-memory interactions, i.e., addresses and/or contents of memory reads
and/or writes, referred to as the memory traces or memtraces.

For all challenges but one attacked by Bos et al., the results showed 100%
success rate while using only a couple of memtraces. Neither of these challenges
used any form of mathematical obfuscation of intermediates, i.e., the intermedi-
ates were directly observable in the memtraces; these challenges relied solely on
software obfuscation techniques.

In one particular challenge, Klinec [22] implemented Chow’s WBAES, hence
the AES intermediates were not directly observable in the memtraces. However,
even this implementation got, maybe surprisingly, broken. For their attack, Bos
et al. used an augmented set of targets:

T1 = SBox(PT [i] ⊕ k), (3)

i.e., the output of the first SBox—the classical targets, cf. (2)—and

T2 = (PT [i] ⊕ k)′ (4)
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where (·)′ stands for Rijndael inverse – a multiplicative inverse in Rijndael field
GF(28) modulo x8 + x4 + x3 + x + 1. The idea behind was motivated by the
construction of the original AES SBox:

SBox(X) = A(X ′) + B, (5)

where A is a linear mapping and B a constant byte.

Note 3. T1 targets are affine mappings of T2 targets and vice versa, cf. (3), (4)
and (5).

Note 4. In the rest of this paper, we will neglect constant bits, i.e., all affine
mappings will be considered as linear. Indeed, flipping the target bit only swaps
the sets S0 and S1 as defined for SCA, hence has no effect on the final result –
we are only interested in absolute difference of their means.

Bos et al. employed 500 memtraces with T1 targets and 2 000 memtraces with
T2 targets. In both cases, they achieved similar success rate – a key byte leaked
in about 30% of cases.

3 Analysis of DCA Against Chow’s White-Box AES

First of all, recall that all of the target bits in T1 and T2 can be obtained by
a linear mapping of the first SBox output, cf. Note 3, and let us refresh the
operations within the first lookup table:

plaintext → AddKey → SBox → MB ◦ MC → Enc−1

in table Type II

→ 1st intermediate → . . .

Let us assume that we can get the intermediate value before the final Enc−1,
i.e., right after MB ◦ MC. Such a value consists of 32 bits while each bit t′

can be computed as a linear mapping of the first SBox output, i.e., t′ = RT ·
SBox(PT [i] ⊕ K[i]) for some vector R. Since MB is a random linear bijection,
then R is a random-like non-zero vector. Therefore, in some cases, R might
happen to be a standard basis vector, e.g., (0, 1, 0, . . . , 0), or it might be equal to
a row of A−1, cf. (5). Note that in such cases, a target from T1 or T2, respectively,
would perfectly fit t′. However, there are another 255−16 = 239 cases which are
not covered by T1,2 – let us define a complete set of such targets.

Definition 1. Let P and K be a plaintext and key byte, respectively. We define
the set of all linear AES-DCA targets as

Tlin =
{

RT · SBox(P ⊕ K)
∣
∣ R ∈ GF(2)8 \ (0, 0, . . . , 0)

}

. (6)

It follows that the set of targets Tlin fully covers the intermediates before the
final Enc−1, however, in the real implementation, Enc−1 is employed as well. It
follows that Enc actually poses the only protection against our linear AES-DCA
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targets. As per the results of Bos et al., some targets leak the key byte anyways,
hence let us focus on the (non-)linearity properties of Enc.

In the design of Chow’s WBAES, Enc is defined to be a random 4-bit bijec-
tion while posing the only non-linear (confusion) element. They provide the
following argumentation: “Ideally for security, we would explicitly avoid linear
transformations. But randomly choosing bijections, essentially all will be non-
linear: . . . less than 0.000 002% are affine.” Hence they do not encourage for any
non-linearity check although it is a widely studied topic for regular ciphers by
methods of linear cryptanalysis, introduced by Matsui et al. [27].

On the one hand, the ratio of fully linear mappings is indeed extremely low,
on the other hand, DCA can exploit the intermediates even when there occurs
only one bit in Enc output that is linear in its input. Note that there are lot
more such 4-bit bijections – indeed, there are 2 ·4 · (24 −1) ·8! ·8! of them among
16! bijections which is almost 1%. Since there are several Enc instantiations for
each key byte, 1% chance is very much non-negligible. Furthermore, DCA is
based on a physical SCA, i.e., it is designed to handle errors, cf. Note 2. For this
reason, even such Enc bijections that are linear in single output bit on majority
of inputs pose a weakness. There are obviously much more than 1% of such
bijections making the protection vulnerable to DCA with our Tlin targets.

Since our linear AES-DCA targets address all linear transformations of the
first-round AES intermediates, they can be advantageously applied to other
schemes that employ linear protection (or semilinear, like Chow’s WBAES). Note
that a random linear bijection is a handy masking technique since it can easily
combine several bytes together – thanks to its linearity. See, e.g., a recent report
by Goubin et al. [16] recovering the hardest challenge submitted to WhibOx
2017 Contest Workshop [13] – the Adoring Poitras challenge1. In their work, they
introduce linear decoding analysis which also correctly assumes linear encoding
of intermediates.

4 Practical Attack and Results

First, we describe the DCA bitwise attack in detail and provide an overview of
the whole attacking procedure. Next, as the main goal of our experiments, we
confirm our hypothesis about leakage as introduced in Sect. 3, i.e., leakage from
the first set of tables Type II. Then we focus on a scenario with unknown key
while inspecting properties of false positives. Finally, we suggest a methodology
to estimate an optimal number of traces for this type of attack and evaluate
the optimum for Chow’s WBAES. Note that we performed all experiments on a
single core of Intel Core i5-7600K processor @ 4.1 GHz, i.e., all execution times
are with respect to this hardware.

1 Available at https://whibox-contest.github.io/show/candidate/777. Accessed:
August, 2019.

https://whibox-contest.github.io/show/candidate/777
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4.1 Bitwise DCA

The most demanding part of our attack is the bitwise DCA/DPA attack as out-
lined in Sect. 2.2 – lots of memtrace-, i.e., vector-, additions are performed. We
implemented that part of the attack in C++ [19]. We summarize this attack in
Algorithm 1 where P , Trc, trg and B denote the arrays of plaintexts, respec-
tive traces represented in bits, target tables as per Definition 1, and attacked
byte number (i.e., 1 . . . 16), respectively. The output array dif is a list of key
candidates sorted by their rank, for each target bit.

Algorithm 1. Bitwise DCA/DPA attack.
1: function BitwiseDCA(P , Trc, trg, B)
2: // a 256-tuple of 8-tuples of triples: key guess, rank and leakage position

3: dif =
((

(0x00, 0.0, 0), . . . , (0x00, 0.0, 0)
)
, . . . ,

(
(0xff, 0.0, 0), . . . , (0xff, 0.0, 0)

))

4: for kg = 0x00 . . . 0xff do // key guess
5: absdif =

(
(0.0, . . . , 0.0), . . .

)
// an 8-tuple of vectors of trace bit-size

6: mean0,1 =
(
(0.0, . . . , 0.0), . . .

)
// both an 8-tuple of vectors of trace bit-size

7: num0,1 = (0, 0, 0, 0, 0, 0, 0, 0) // both an 8-tuple
8: for i = 1 . . . |P | do
9: p = P [i], trc = Trc[i]

10: hyp = trg[p[B] ⊕ kg] // hypothesis, i.e., “SBox” output, cf. (2)
11: for b = 1 . . . 8 do // target bit
12: if hyp[b] == 0 then
13: mean0[b] += trc // most demanding
14: num0[b] += 1
15: else
16: mean1[b] += trc // most demanding
17: num1[b] += 1

18: for b = 1 . . . 8 do
19: if num0[b] �= 0 then mean0[b] /= num0[b]
20: if num1[b] �= 0 then mean1[b] /= num1[b]
21: absdif [b] =

∣∣mean1[b] − mean0[b]
∣∣

22: // maximal absolute difference and its position is found & saved
23: dif [kg][b] =

(
kg,max(absdif [b]), arg max(absdif [b])

)
24: sort dif [·][b] by rank

25: return dif

4.2 Steps of the Attack

The practical implementation of our attack consists of several tools and follows
the steps described in Algorithm 2.
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Algorithm 2. Steps of the practical attack.
1: acquire memtraces
2: filter constant values from memtraces
3: generate memtrace preview & identify leakage range
4: if found leakage range then then go to 6
5: attack some byte (possibly first and/or last) & identify leakage range
6: crop traces to leakage range
7: run full attack, process & display results

All the tools are written in Ruby and published in our White-Box-DPA-Pro-
cessing toolkit [21]. Next we describe each step and/or component of the toolkit.

Trace Acquisition. Our acquisition tool generates random AES plaintexts,
feeds them to the target WBAES implementation while acquiring the memtrace.
For this purpose, we employ Intel PIN [1] with our custom memory tracing tools
[20]. There are total four tools that enable to acquire contents or addresses of
memory reads or writes, respectively. As a reasonable initial number of traces,
for an unprotected implementation, even 25 is sufficient, for an implementa-
tion with a semi-linear protection similar to Chow’s WBAES, lower hundreds of
traces are needed2. Acquisition of 200 traces of Klinec’s implementation took us
roughly 4 min. If the number of traces shows to be insufficient during the attack,
our acquisition tool enables to acquire additional traces. Note that we acquired
contents of memory reads, i.e., we expect that there occur values from those
aforementioned white-box lookup tables.

Last but not least, it is highly important to have the traces well aligned, hence
it is recommended to turn off Address Space Layout Randomization (ASLR).
On Unix-like systems, this can be done by the command
$ setarch ‘uname -m‘ -R /bin/bash

Filtering Constant Regions. In the memtraces, there occur several regions
which are identical across all traces, hence carry no information for the attack.
Our acquisition tool automatically creates a filtering mask based on a couple
of traces (by default 30 traces) and filters these regions out. As a result, there
remains no constant value across traces while the traces remain aligned. For 200
of Klinec’s traces, this step took us about 15 s.

Identify the Leakage Range from a Memtrace Preview. Next, our tool
creates a memtrace preview: the x-axis represents the address space (partial
and usually “zoomed out” to fit reasonable dimensions), the y-axis represents
the execution time (top-bottom), memory writes are represented by a red pixel;
see Fig. 1 (the green marker will be explained later). If we can clearly recognize

2 Later we will discuss optimal number of traces for this type of WBAES and recom-
mend 200 traces.
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where SBoxes of the first AES round take place, we can skip the next step and
continue to cropping the traces to the leakage range.

Fig. 1. Partial memtrace of memory writes of a naive AES implementation with 7th

byte leakage position emphasized in green. The memtrace is cropped within the 2nd

AES round.

Initial Attack to Identify the Leakage Range. In case we are not sure
where exactly the leakage takes place, we recommend to attack single key byte
(the first and the last byte could possibly show the beginning and the end of
that range, respectively) and use our marker tool to emphasize the exact place
within the memory trace; cf. Fig. 1. Details to the attacking procedure are given
in Sect. 4.2. For 200 of Klinec’s traces, attacking single key byte with full traces
took us less than 2 min.

Crop Traces to the Leakage Range. Once we identified the leakage range,
we can further crop the traces by specifying the address and row intervals in
our cropping tool. This step is the most important one for the overall attack
acceleration. For Klinec’s traces, we cropped the traces from originally 2 456
entries to 197entries, i.e., we reduced the traces as well as the attack complexity
by a factor of 12.

Once we decide to repeat the attack on the same implementation, only with
a different key, we can make use of the exact leakage position, hence making the
attack yet faster and ready for use with automated tools [10].

Full Attack. At this point, everything is ready for the full attack. First, the
bitwise DCA attack is performed as per Algorithm 1 and detailed results are
saved, i.e., for each key byte, each attack target, each target bit, key candidates
are sorted by their rank together with the position of the maximum (i.e., the
leakage index). Second, these results are processed: for each such a piece of result,
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relative gap between the rank of the two top candidates is computed and used as
a measure of candidate quality. With 200 of filtered Klinec’s traces, the first step
took us roughly 2 min for all 16 key bytes, the second step cca 20 s. In Table 1,
we show the results of the attack with Rijndael inverse taken as the target.

Note 5. In our results, we recognize two kinds of best candidates based on the
gap: if the gap is greater than 10%, it is referred to as the strong candidate,
otherwise it is referred to as the weak candidate. Since we know the key, we
can identify the position of the correct key byte within all guesses. In order to
recognize a successful attack, we emphasize it in case it occupies the top position:
in black � if it is a strong candidate, and in gray � for a weak candidate.

4.3 Confirmation of the Leakage Hypothesis About Chow’s
WBAES

In order to confirm our hypothesis on the leakage point in Chow’s WBAES as
introduced in Sect. 3, we decided to perform two experiments:

1. reproduce the attack by Bos et al. which takes the values from memtraces,
2. modify Klinec’s implementation to dump the intermediates coming from the

first set of tables Type II—this is where leakage in the original attack is
expected to take place—and use them directly instead of memtraces.

We performed both attacks with identical setup, the only difference was in the
trace data origin – it either came from memtraces, or from a direct manual
dump. To our satisfaction, both results were perfectly identical. This confirms
our hypothesis that the vulnerable intermediates are those identified in Sect. 3,
i.e., the output of the first set of tables Type II. In the following experiments,
we used direct dumps from the modified implementation instead of memtraces
for performance reasons.

4.4 Blind Attack on Chow’s WBAES

In a real-world scenario where the key is unknown, we do not know at which
position the correct key byte is within the list of candidates. In order to suggest
a methodology to recognize the correct candidate, we need further observations
about how both correct and incorrect candidates behave. For this purpose, we
ran a set of attacks: we created 8 instantiations of the white-box tables, captured
500 traces and used all 255 targets as per Definition 1 – this makes altogether
32 640 attacks on individual key byte which took us almost 50 min.

The most significant problem is that there often occurs a strong, yet incorrect
top candidate (i.e., a false positive), cf. Table 1 (e.g., 10th key byte and 5th

target bit with almost 20% gap). In our overall results, 22% of top candidates
were strong and correct with an average and maximal gap of 38% and 76%,
respectively. However, there were also 8% of (strong) false positives with an
average and maximal gap of 14% and 35%, respectively. It follows that a simple
rule using single gap threshold would work bad. On the other hand, we observed
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that the same false positive does not appear to repeat very much across the
255 targets for given key byte: the average number of repetitions of the best
false positive (for given key byte) was 1.75, the global maximum was only 3. A
summary of results will be given after we introduce another quantity in Sect. 4.5.

Suggested Strategy. We suggest the following strategy: for each key byte,
keep looping the 255 targets until any strong candidate exceeds a cumulative
bound of 50% with its gaps. Note that if such a candidate were a false positive,
it would need about 4 average gaps of a false positive to exceed the bound, which
is still more than ever observed number of repetitions of a false positive. Even if
bad things happen in a rare case, we can possibly increase the cumulative bound
or brute-force the least confident key byte(s). Note that a similar strategy can
be derived to other schemes than Chow’s WBAES.

4.5 Optimal Number of Traces

In their attacks, Bos et al. used 500 and 2 000 traces to attack Chow’s WBAES,
let us now have a look at results of the attack with much less traces, namely
100, 200, 300 and 500 traces. For each number of traces, we attacked all of
our 8 instantiations and observed ratios of strong candidates (both correct and
incorrect) together with their average gap; see results in Table 2. Note that the
number of repetitions of false positives remained up to three.

With less traces, the number of correct candidates and their average gap
decrease, i.e., we need to use more targets in order to reach the cumulative
bound, and vice versa. Hence our goal is to give a reasonable estimate on the
optimal number of traces in terms of computational effort. For this purpose, we
introduce the reduced cost of gap as

C(n, s, g) =
n

s · g , (7)

where n stands for the number of traces, s for the average success rate and g
for the average gap of a strong candidate. Note that this quantity corresponds
with the average computational effort: indeed, the more traces, the more effort,

Table 2. Ratios and average gaps of correct and incorrect strong candidates, respec-
tively, and reduced cost of gap, for different numbers of traces.

Traces 100 200 300 500

Correct candidates 6.5% 17% 19% 22%

Average gap of correct candidates 22% 29% 34% 38%

False positives 2.3% 7.5% 8.2% 8.3%

Average gap of false positives 9.8% 14% 14% 14%

Reduced cost of gap 7 000 4 100 4 600 6 000
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the better success rate or the bigger average gap, the less effort. According to
Table 2, the lowest value of reduced cost of gap was achieved for 200 traces,
therefore we suggest to use 200 traces in this scenario.

5 Conclusions

After a brief overview of white-box cryptography and Chow’s WBAES, we
recalled the idea of SCA usage in the white-box context, pioneered by Bos et al.
We highlighted the abnormal behavior of their attack against Chow’s WBAES,
for which we proposed a theoretical explanation. The problem of Chow’s WBAES
has shown to be linearity of the Enc bijection which was intended to be non-
linear. Although Chow et al. provided a reasoning about its non-linearity, it is
not sufficient against DCA anymore, in particular when using our extended set
of linear AES-DCA targets. We motivated the use of our targets against other
implementations that use (semi-)linear masking of intermediates.

In the experimental part, we described our tools and, in particular, we con-
firmed our hypothesis by a comparison of two differently obtained sets of detailed
results. Next, we focused on the behavior of false positives in case of a blind
attack and suggested a strategy for this purpose. Finally, we derived an optimal
number of traces for this kind of attack in terms of average computational cost
to make the attack effective. With resulting 200 of filtered traces of Klinec’s
implementation, we ran the attack in less than two and a half minutes on our
hardware.
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Abstract. Knowledge base of dynamic risk control strategy based on immunity is
a significant effect on effective analysis and defense against illegal network intru-
sion. How to realize the automatic understanding and processing of computers
with control strategy knowledge is of great significance for quickly responding
to network security risks. As a kind of knowledge representation tool, ontol-
ogy can provide support for knowledge sharing, reuse and automatic computer
understanding in specific fields, and has been widely used in various fields. This
paper first introduces the immune-based network dynamic risk control model and
network dynamic risk quantitative evaluation. And then, according to the ontol-
ogy modeling method of network dynamic risk control strategy knowledge, this
paper extracts domain knowledge concepts, attributes, relationships, instances,
etc., and constructs domain ontology model, application ontology model, and
atom ontology model for the network dynamic risk control strategy knowledge.
These ontology models are represented using semantic Web ontology expression
languages PDF and OWL, and are constructed using the protégé ontology edit-
ing tool. Finally, the important concepts in the knowledge of network dynamic
risk control strategy and the relationship between concepts are expressed in the
form of graph, so as to help the network security analysts and decision makers to
effectively control and make decisions.

Keywords: Artificial immunity · Network dynamic risk control · Knowledge
base · Ontology

1 Introduction

With the rapid development of modern information technologies such as cloud com-
puting, internet of things, and 5G, network security has emerged in a new form, which
puts higher demands on network security risk detection and control. The detection and
control of network security risks is a systematic project, which requires each subsystem
in the system to work together efficiently to ensure high robustness. There are strik-
ing similarities between cybersecurity risk detection and control security issues and the
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problems encountered with biological immune systems, both of which can maintain
system stability in a constantly changing environment [1–3]. Therefore, the introduction
of artificial immune related theory into the research of network security risk detection
and control is a very important and meaningful research direction.

Knowledge base is a knowledge set that can be organized, stored, managed, used and
shared by adopting the corresponding knowledge representationmethod according to the
needs of solving problems in specific fields. Constructing a comprehensive knowledge
base of network dynamic risk control strategies will help to exchange and share network
security knowledge, which will help to better analyze network intrusion behavior and
play an important role in network defense. However, the scientific establishment of
knowledge and the scientific establishment of the knowledge base model are hot topics.

Ontology is an effective tool for realizing knowledge sharing, and it is a formal spec-
ification of the conceptual model of domain knowledge sharing. Ontology technology
can unify the knowledge concept of network dynamic risk strategy and the relation-
ship between concepts, and enhance the normalization, consistency and extensibility of
knowledge representation of network dynamic risk control strategy, and realize dynamic
risk control strategy of knowledge sharing, reuse, and the computer automatic analysis
and processing.

It is of great significance to establish a good network dynamic risk control strategy
knowledge ontology. Based on the analysis of the general methods of ontology mod-
eling, this paper proposes a method for constructing the ontology of network dynamic
risk control strategy. According to this method, the network dynamic risk control strat-
egy knowledge ontology is constructed. According to the hierarchical structure of the
domain concept, the network dynamic risk control strategy knowledge domain ontol-
ogy, application ontology and atomic ontology are constructed. The Protégé ontology
modeling tool is used to construct the model.

The paper is organized as follows. The second section introduces related work,
mainly based on immune network dynamic risk control model and dynamic risk quan-
titative assessment based on immune network. The third section presents the construc-
tion process of network dynamic risk control strategy knowledge ontology. The fourth
section introduces the networkOntology implementationof dynamic risk control strategy
knowledge. The fifth section summarizes the paper.

2 Related Work

2.1 Network Security Domain Ontology Construction

Wu et al. [4] studied the network intrusion knowledge base, constructed the network
intrusion ontology, and formalized the various types of network intrusion behaviors,
and presented a multi-level and multi-dimensional network intrusion knowledge base
classification system.Obrst et al. [5] fromMITRECorporation used ontology technology
to build a knowledge base in the field of network security. Iannacone et al. [6] proposed
an ontology-based network security knowledge base, which merges data from different
data sources into the network security domain through an iterative design process. The
ontology contains 15 entity types and 115 attributes. Jia et al. [7] use machine learning
methods to extract cyber security domain entities, and then build ontology to build a
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network security knowledge base. Falk [8] builds a network security ontology based on
Lockheed Martin’s kill chain model to support cyber threat intelligence to help threat
intelligence analysts effectively organize and search open source intelligence and threat
metrics to effectively address cyber threats.Mozzaquatro et al. [9] proposed an ontology-
based IoT network security framework to solve the security problems of IoT devices and
IoT business processes. It can be seen that ontology technology has been widely applied
and developed in the field of network security, and has become a powerful tool for
knowledge representation in the field of network security.

2.2 Immune-Based Network Dynamic Risk Control Model

Figure 1 shows an immune-based network dynamic risk controlmodel. Firstly, obtain the
risk indicators of the current network environment threat change through immune-based
cyber security threat change perception (dynamic risk calculation), and then, according
to the risk indicator, select a targeted defense strategy from the strategy intelligence,
including logs, warnings, traffic control, limited services, etc. implement active and
proactive defense strategies, and provide targeted control over different categories and
levels of risk to prevent the spread of attacks and improve the viability of the system in
complex application environments.

Real-time 
quantitative 
perception of 
network  risk

Network dynamic 

risk control engine

Network dynamic 
risk indicator 

calculation

Strategy knowledge 
base

loop iteration

decision 
making

control

Risk control strategy 
knowledge ontology

Fig. 1. Immune-based network dynamic risk control model

2.3 Quantitative Assessment of Network Dynamic Risk Based on Immune

How to quantitatively calculate the risk value of network systems under attack in real
time. According to the theory of artificial immunity [10], by simulating the human body
temperature risk warning mechanism, the risk level of network threat change is divided.
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The risk indicator is modeled as a real number between 0 and 1, with a larger value
indicating a higher risk, 1 means extreme risk and 0 means no risk. These real-time and
quantitative calculation formulas for network dynamic risk is as follow. Let Ac is the
antibody concentration value, θ is the decay step size of the antibody concentration, λ
is the decay period of the antibody concentration, α is the initial antibody concentration
value, and β is the reward parameter, ωi is the risk weight of the i th attack, and μm

indicates the asset weight of the host m, Aci represents the antibody concentration value
of the host m subjected to the ith attack, I indicates the number of attack types, M
represents the number of hosts in network n.

The concentration of antibody was calculated as Eq. 1 and Eq. 2:
When a network attack is detected, the antibody concentration increases, and the

formula is as follows:

Ac(t) = α + βAc(t − 1) (1)

When no network attack is detected, the antibody concentration is reduced and the
formula is as follows:

Ac(t) =
{
Ac(t − 1) − Ac(t−1)

λ−θ(t−1), θ(t − 1) < λ

0, θ(t − 1) ≥ λ
(2)

The risk calculation is expressed as Eq. 3 to Eq. 6:
The risk value of the ith attack that host m receives at time t:

rm,i(t) = 2

1 + e−ωi•Aci − 1 (3)

The risk value of the type I attack that host m receives at time t:

rm(t) = 2

1 + e

(
−

I∑
i=1

ωi•Aci
) − 1 (4)

The risk value of the i th attack that network n receives at time t:

Rn,i(t) = 2

1 + e

(
−ωi•

M∑
m=1

μm•Aci
) − 1 (5)

Network overall risk value:

R(t) = 2

1 + e

(
−

I∑
i=1

(
−ωi•

(
M∑

m=1
μm•Aci

))) − 1 (6)
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3 Construction of Network Dynamic Risk Control Strategy
Knowledge Ontology

3.1 Ontology Review

Ontologies have different definitions in different subject areas. In the field of philosophy,
it reflects the systematic description of the objective beings in the world. In the field
of industrial intelligence, one of Ontology’s more accepted definitions is defined by
Studer et al. [11]. They consider Ontology to be a clear formal specification of a shared
conceptual model. In the field of knowledge engineering, the goal of building domain
ontology is to acquire knowledge of a certain domain, determine the concept of common
understanding in the domain, and give a clear expression of concepts and the relationship
between concepts. The ultimate goal is to realize the sharing of knowledge within the
domain, and to provide services for decision making.

In practical applications, ontologies can be represented by natural language, semantic
network and logical language. With the application research of ontology on the Web,
currently the most popular ontology presentation languages are RDF [12] and OWL [13]
recommended by the W3C.

The following sections in this chapter are organized as follows. Section 3.2 intro-
duces the method of constructing the knowledge ontology of network dynamic risk
strategy based on software engineering ideas. Section 3.3 first introduces ontology anal-
ysis of network dynamic risk strategy knowledge, and then introduces domain ontology,
application ontology, and atomic ontology for network dynamic risk control strategy.

3.2 Construction Method of Network Dynamic Risk Strategy Knowledge
Ontology

The concept of ontology is introduced in the field of network dynamic risk control.
The ultimate goal is to enable computers to fully understand semantic information,
so as to be more intelligent for network dynamic risk control decision-making services.
Therefore, in the process of ontology construction in this field, the experience of software
engineering is fully borrowed to form the following ontology development process. The
process is shown in Fig. 2:

Firstly, ontology construction should understand the requirements of domain ontol-
ogy construction, and determine the scope and use of ontology coverage. The domain
knowledge is then collected and the key concepts of the domain of interest are abstractly
defined, along with the relationships and hierarchies between concepts. Then, the ontol-
ogy logic reasoner is used for detection to determine whether the extracted concepts
and relationships meet the requirements. Finally, ontology instantiation. The process of
ontology construction is also the process of iterative evolution of ontology. Through this
iterative evolution, an ontology model that meets the user’s needs can be constructed.
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Fig. 2. Ontology development process

3.3 Ontology Model of Network Dynamic Risk Control Strategy Knowledge

Firstly, this section introduces an example of networkdynamic risk control strategyontol-
ogy, and then introduces domain ontology, application ontology, and atomic ontology
for network dynamic risk control strategy.

(1) Ontology Analysis of Network Dynamic Risk Strategy Knowledge. In the con-
struction process of the network dynamic risk control strategy knowledge ontology, the
knowledge of the domain is classified into categories, multi-level andmulti-dimensional.
The concept of knowledge of the domain, the relationship between concepts, and exam-
ples are clearly defined. The ontology of network dynamic risk control strategy is divided
into domain ontology, application ontology and atomic ontology. The domain ontology
is the top-level ontology of the domain, reflecting the top-level concept of the domain;
the application ontology further refines the domain ontology according to the different
applications to be taken in different stages; the atomic ontology is an entity element that
can be directly applied according to different applications. It is the lowest level of the
ontology.

Figure 3 shows a portion of the network dynamic risk strategy ontology. The network
dynamic risk strategy knowledge ontology can be represented as a graph G. In the
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semantic web, the relationship between entities and entities can be represented by RDF
triples. Where, the Rdfs: subClassOf tag indicates that one concept is a subclass of
another. The relationship between the schema graph and the data graph is represented
by rdf: type tag, that is, the data graph is an instance of the class in the schema graph. For
example, in the figure below, <Digital UNIX network service buffer overflow attack,
control mode, stop service> means that the control method for Digital UNIX network
service buffer overflow attack is to stop the service.

Network dynamic risk 
control  strategy

Risk control Attack event

Passive 
control 

Risk level

Active 
control 

Shellcode 
attack 

Web 
application 

attack

Service Down

High risk level

Digital UNIX 
network services 
buffer overflow 

attack
Quantitative interval of risk 

grade [0.6,0.8]

Rdfs subClassOf

Rdfs subClassOfRdfs subClassOf

rdf:type

Rdfs subClassOf

………

rdf:type

rdf:type

Quantified value of riskRisk assessment

schema graph

Data graph

Class 
Properties

Instance Character or number

Rdfs subClassOf

Fig. 3. Analysis of the ontology of network dynamic risk control strategy

(2) Domain Ontology of Network Dynamic Risk Control Strategy Knowledge. The
domain ontology of network dynamic risk control strategy knowledge is the topmost
ontology in this domain, which contains the basic concepts of the domain of network
dynamic risk control strategy and the relationships between them. The domain ontology
of network dynamic risk control strategy knowledge is shown in Fig. 4, which is com-
posed of six categories, including attack events, attack targets, attackers, risk indicators,
vulnerabilities, anddynamic network risk controlmeasures. The rounded rectangular box
represents the concept, and the arrow represents the relationship between the concepts.
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Attacker

Network dynamic risk 
control measures
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using
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concept
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Fig. 4. Network dynamic risk control strategy knowledge domain ontology

(3) Application Ontology of Network Dynamic Risk Control Strategy Knowledge.
Networkdynamic risk control strategyknowledge application ontology is a further subdi-
vision of the domain top-level ontology. The six categories of attack events, attack targets,
attackers, risk indicators, vulnerabilities, and dynamic network risk control measures are
further subdivided. The ontology hierarchy diagram is shown in Fig. 5.

Attack event 

Vulnerability

Indicators of risk

Attacker

Network dynamic risk 
control measures

Attack target

Organization personal

Active control Passive control

Risk levelValue at risk

System 
vulnerabilities

Protocol 
vulnerabilities

Configuration 
vulnerability

Hardware

 Operating 
system

Database

Communicat
ion network

Web services 
and 

applications

concept

Fig. 5. Network dynamic risk control strategy knowledge application ontology

The attacker is the subject that initiates the attack, which is divided into organiza-
tion and individual in the application ontology. Network dynamic risk control measures
refer to the corrective strategies adopted to detect network security risks in the network.
They are divided into active control strategies and passive control strategies in the appli-
cation ontology. An attack target is an object that an attacker initiates an attack event
and divides into five sub-classes: hardware, operating system, database, communication
network, Web service, and application. Vulnerabilities are defects in the hardware, soft-
ware, protocol implementation or system security policy, which can enable an attacker
to access or destroy the system without authorization, and it can be divided into three
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sub-categories: system vulnerability, protocol vulnerability and configuration vulner-
ability. The risk indicator refers to the quantified value of the current network attack
risk obtained by the immune-based dynamic risk calculation, and is divided into two
sub-categories: risk level and quantized value.

(4) Atom Ontology of Network Dynamic Risk Control Strategy Knowledge. The
atomic ontology represents the smallest indivisible concept in the ontology, and the
relationship between the atomic ontology and the application ontology is the relation-
ship between the class and the instance. In the network dynamic risk control strategy
knowledge ontology, we enumerate some atomic ontology.

(1) Risk indicator atomic ontology. In practical applications, we grade the current
network attack risk indicators obtained through dynamic risk calculation. Specifically,
we divide the interval [0, 1] into several different disjoint intervals, as shown in Fig. 6. For
example, 5 intervals (which may vary slightly in actual application) to indicate different
levels of network risk.

Risk level

 very 
lowlow middle high very 

high

Indicators of risk

Value at risk

[0,0.2][0.2,0.4][0.4,0.6][0.6,0.8][0.8,1]

concept

Fig. 6. Risk indicator atomic ontology

(2) Risk control atomic ontology. The immune-based dynamic risk control system
formulates different risk control strategies for different types of attacks and the level of
risk generated by the attacks. Extended active and passive control methods increase the
system’s ability to handle different types of attacks and risk levels, and control strategies
are more flexible and dynamically tuned. According to the real-time risk level of each
attack category and the principle and feature description of the attack, the risk control
mode is dynamically adjusted to control the system risk flexibly and ensure the security
of the network. As shown in Fig. 7, the control strategy is divided into active and passive
total 14 specific control methods.

Active control

 Pass

Network 
dynamic risk 
control mode

Passive control

concept

Fig. 7. Risk control atom ontology
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4 Realization of Domain Knowledge Ontology of Network Dynamic
Risk Control Strategy

Protégé [14] is a free and open source software platform that builds domain ontology
models and develops knowledge-based applications. The ontology built by Protégé can
output in various forms, support output in the form of RDF(S), OWL and XML Schema,
and save the ontology in relational database. Protégé provides a rich set of plug-ins
for knowledge modeling that can be used to create, visualize, manipulate, and manage
ontology, and supports a variety of ways to express ontology. Figure 8 represents part
of the knowledge ontology of the constructed network dynamic risk control strategy.

Fig. 8. Part of ontology visualization diagram

5 Conclusion and Future Work

This paper proposes a method to construct the ontology of network dynamic risk control
strategy, and constructs an ontology based on immune dynamic network risk control
strategy. Ontologymodeling was performed using Protégé software. Themost important
task in the future is to enrich the network dynamic risk control strategy knowledge base
and inference rules and apply them to related research on network intrusion detection
and threat intelligence analysis.
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Abstract. Memory forensics is an essential part of any computer forensics inves-
tigation. Main memory provides valuable evidences, which may otherwise not be
retrievable from hard drive. In cases when capturing main memory image is not
possible, hibernation files are good source of information. The aim of this research
is to show the importance of hibernation file forensics in a computer forensics
investigation. Specifically, we focus on retrieving evidential information related
to the use of Facebook and Instagram. Firstly, we develop a process that can sim-
plify the task of hibernationfile forensics. The proposed process explores concepts,
tools, techniques andmethodologiesmost suitable forWindows 10 hibernation file
acquisition and analysis. Subsequently, we use the proposed process to experimen-
tally demonstrate the extraction of critical personal and confidential information
related to Facebook and Instagram activities, from hibernation file. The extracted
data can be used to establish a link between the suspect and the evidences.

Keywords: Windows 10 · Hibernation · Hiberfil.sys · Facebook · Instagram ·
Social media · Forensics

1 Introduction

In recent years, the use of memory forensics has become an essential part of any investi-
gation. The data contained in main memory is considered volatile because it is lost when
a machine is powered down or temporarily put to sleep. Main memory provides valu-
able information which may otherwise not be retrievable from hard drive [1]. Capturing
evidence from memory image is only possible if the system powered on and logged in.
In practice, there are times when capturing memory image file is not possible due to
the machine status, i.e. powered off. In these cases, hibernation file may be used as an
alternative to memory image file [2].

Windows operating systems has an energy saving feature called hibernation [3].
When a machine is inactive for a set period or if the laptop lid is closed, the content of
memory of themachine is copied and saved to hard drive in a file called hiberfil.sys.When
the system is turn back on, the content of this file is copied back to main memory and the
system continues [4]. The hiberfil.sys is overwritten each time the system hibernates so
that just one hibernation file will be present on the system [5]. System backups such as
restore points, volume shadow copies and other external backups can include archived
copies of the hibernation file.

© Springer Nature Switzerland AG 2020
K. Arai et al. (Eds.): SAI 2020, AISC 1230, pp. 431–445, 2020.
https://doi.org/10.1007/978-3-030-52243-8_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-52243-8_31&domain=pdf
https://doi.org/10.1007/978-3-030-52243-8_31


432 A. Ghafarian and D. Keskin

The purpose of this research is to contribute to the existing Windows 10 hibernation
file forensics research. During our initial study, we found that there exists no formal
guidelines or structured approach for hibernation file forensics. To address this issue,
we propose a process for hibernation file forensics that helps the practitioner in the
investigation. The process explores concepts, tools, techniques and methodologies most
suitable for Windows 10 hibernation file acquisition and analysis. Subsequently, we
use the proposed process to experimentally demonstrate the value of hibernation file
forensics. Specifically,we focus on retrieving artifacts related to Facebook and Instagram
activities.

The remainder of this paper is structured as follows: Sect. 2 provides literature
review and background. Section 3 presents scope and research mythology. Section 4
covers analysis of the results. Our contribution is summarized in Sect. 5. The limitations
of this research is briefly discussed in Sect. 6. The paper concludes in Sect. 7.

2 Background and Literature Review

2.1 Background

The hibernation file, i.e. hiberfil.sys, is created byWindows 10 operating systems when a
system goes into slip or a laptop lid is closed and is in the root directory of the hard drive
[11]. Thehiberfil.sysfile is aMicrosoft proprietary compression,which is hard to process.
In circumstances when taking memory image file is not possible due to the system’s
status, the hibernation files can be used instead. Hibernation forensics can also be used
in addition to memory forensics. The hibernation feature is complex and varies between
operating systems versions and hardware configurations. Understanding these variations
are not a trivial task because of the variations in tools and technologies that can parse and
analyze these files. Recently, researchers and practitioners have developed unique tools
that can reverse engineer the hibernation file format to the binary format which can then
be processed by existing tools. Using these tools, we can retrieve forensics artifacts from
the hibernation file such as, recent processes, list of open apps, information regarding
open apps, internet history, videos, photos, user’s credentials, geolocation information
and timestamps.

2.2 Literature Review

Hibernation was mentioned in early stages of memory forensics, but due to its complex-
ities it was never used [6]. The Windows XP hibernation file format was first reverse-
engineered by Ruff and Suiche using a tool they developed for this purpose [7].Windows
XP hibernation forensics is also used by Mrdovic et al. [8]. In their research, the authors
used both static media forensics and hibernation forensics. They used hibernation file on
virtual environment and were able to retrieve various forensics artifacts from hibernation
file. In 2012 Microsoft introduced Windows 8 and with this release Microsoft changed
the format of the hibernation file. Consequently, the previously developed tools were
not useable anymore for analyzing the hibernation file [4]. However, in 2016 Suiche
introduced a new tool called Hibr2Bin. The Hibr2Bin converts Windows Hibernation
files to binary format suitable for processing [9].
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Prior research for Windows 10 hibernation file related to social media is very lim-
ited. In 2015 Murtuza conducted hibernation research on Windows 8.x and was able to
acquire various social media artifacts from static and volatile memory. Murtuza’s work
mainly focused on the extraction of app-specific data [10]. In 2016 Singh complemented
Murtuza’s research. Singh’s work mainly outlined the differences of hibernation header
signatures and a possible method of hibernation file artifact extraction [11]. Also, in
2016, Silve et al. highlighted the main differences of Windows hibernation files over the
years and the various methods of artifact extraction [4]. The purpose of this research is
to develop a hibernation file forensics process that can simplify the task of investigators.
The process explores concepts, tools, techniques and methodologies most suitable for
Windows 10 hibernation file acquisition and analysis. Subsequently, we use the pro-
posed process to experimentally demonstrate that using hibernation file forensics, it is
possible to extract critical personal and confidential information related to Facebook and
Instagram activities.

3 Scope and Research Methodology

This study aims to find out evidence of Facebook and Instagram activities in a hibernation
file. We found no formal hibernation file forensics process in the literature. Therefore,
we propose the following process of hibernation file forensics. The process is consisting
of the following major phases, each with its own agenda of tasks and issues.

• Tools and testing platform
• Social media scenarios
• Client machine hibernation
• Hibernation file location and extraction
• Hibernation file conversion
• Acquisition of forensics artifacts

3.1 Tools and Testing Platform

3.1.1 Tools Used

This section lists the software tools and technologies needed to acquire, convert and
analyzeWindows 10 hibernation files. Upon examining several exiting forensics utilities,
we selected some of the stable tools that are acceptable to the court of law. The selected
tools are available on the Internet for free download. The tools are listed below in no
particular order.

Comae Tool Kit 3.0.2: Comae Tools Kit (formerly known as MoonSols) is consisting
of two tools, i.e. Hib2Bin and DumpIt. Hibr2Bin can be used to convert the compressed
hibernation file into a binary file through reverse engineering. DumpIt can be used to
generate a physical memory dump of Windows 10 machines [12]. It is compatible with
both 32bit and 64bit architectures.

HxD Binary Editor 2.0: HxD is a hexadecimal editor for Windows dump files. It can
open and edit the raw memory image file as well as displaying the memory used by
running processes [13]. HxD can be sued to search for specific string such as password.
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Foremost: Foremost is a console program to carve files based on their headers, footers,
and internal data structures. Foremost can work on image files or directly on a drive [14].
Foremost is mainly used for recovering images, videos and audios.

Bulk Extractor (1.5.5): Bulk Extractor is a utility that scans a disk image, a file, or a
directory of files to extract information without parsing the file system. The results can
be inspected, parsed, or processed with automated tools [15].

Others: Firefox 52.8, Instagram v38.1.0.5.30 and Facebook v152.0.1.37.362.

3.1.2 Testing Platform

Our experiment have been carried out using the following physical machines

• One Linux Machine, for data transfer and image parsing: Intel i7-4810Q 4 Core
Hyperthreading @ 2.80 GHz and 16 GB of RAM.

• One Windows 10 Forensic Machine, for forensics investigation activities including
data analysis and data parsing: Intel i7-4810Q 4 Core Hyperthreading @ 2.80 GHz
and 16 GB of RAM

• One Windows 10 Client Machine, for testing and carrying out the experiments. Intel
Core Duo T2400 2 Core @1.83 GHz and 4 GB of RAM.

3.2 Social Media Scenario

In this study, we will not use real account information for privacy purpose. Instead, we
created several fictitious Facebook and Instagramaccounts for this project and performed
all the activities on those accounts.WeaccessedFacebook and Instagramviawebbrowser
and performed the scenarios shown in Table 1.

Table 1. Instagram and Facebook Activities Scenarios.

Sequence Number Instagram Facebook

1 Login to Instagram act Login to Facebook act

2 Check user profile Check user profile

3 Update Instagram bio Update Facebook bio

4 Set user profile picture Check news feed

5 Post a picture Create a post on the timeline

6 Tag a friend Like

7 Set Location Comment

8 Like Upload pictures

9 Comment Send a chat/message

10 Check friends list Make a video call

11 Check friends’ profile Brows Facebook town hall

(continued)
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Table 1. (continued)

Sequence Number Instagram Facebook

12 Receive notification Browse friends profile

13 Receive personal message

14 Reply to personal message

3.3 Client Machine Hibernation

After performing the scenarios listed in Table 1, we immediately put the system in the
controlled hibernationmode by issuing shutdown/h from the command line. This process
saves the content of main memory into the hiberfil.sys file.

3.4 Hibernation File Location and Extraction

Currently, Windows 10 does not allow copying hiberfil.sys file without altering hiberna-
tion file permissions. To ensure file integrity, we performed the following steps to bypass
Windows user permissions for extracting the hibernation file.

• Remove hard drive from the client machine.
• Connect the client machine’s hard drive to the Linux machine (read-only)
• On the Linux machine, locate the Windows hibernation file, shown in Fig. 1
• Copy the hibernation file to a forensically cleaned USB storage device
• Attach the USB storage device to the Windows forensic machine for processing.

Fig. 1. Location of the hibernation file on the Linux machine
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3.5 Hibernation File Conversion

Currently, Windows 10 uses a proprietary hibernation compression that is not easy
to process. Therefore, we used Hibr2Bin [12] tool to convert it to a binary file. The
conversion process is listed below.

a. Copy the hiber.sys file from the USB flash drive into the folder that contains
Hibr2Bin.exe.

b. Open the command prompt and navigate to the folder containing both hiberfil.sys
file and Hibr2Bin.exe.

c. Type “Hibr2Bin” to see the available options as shown in Fig. 2.

Fig. 2. Hibr2Bin.exe and file conversion options ready for conversion

d. Since the machines we used were Windows 10 × 64 architecture, select the fol-
lowing option which produces uncompressed.bin file ready for analysis. Hibr2Bin
/PLATFORM X64 /MAJOR 10 /MINOR 0 /INPUT hiberfil.sys /OUTPUT uncom-
pressed.bin.”

3.6 Acquisition of Forensics Artifacts

In Facebook and Instagram and other social media, user activity data is usually presented
in JSON (JavaScript Object Notification) format, which is a standard data interchange
format. It is primarily used for transmitting data between a web application and a server.
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We used Bulk Extractor [15] to parse JSON file for both Facebook and Instagram (see
Fig. 3).

Fig. 3. Various options in Bulk Extractor for parsing JSON file

Figure 3, shows location of the binary image file, destination of output parsing data
and JSON box have been checked. This action creates a text file called JSON.txt. We
can use a text editor like Notepad to do string search for evidential information. For
example, Fig. 4 shows searching for Instagram string in the parsed JSON.txt file.

For image, audio, and video parsing, we were not able to find a suitable tool in
Windows environment. Therefore, we used Foremost [14] as it is described here. We
copied/pasted the binary hibernation file into the root directory of the Linux foren-
sic machine. Then, we opened a Linux terminal and typed foremost -t all -i uncom-
pressed.bin, also shown in Fig. 5. Issuing this command allows us to parse the binary
hibernation file for image, audio, and video files (see Fig. 6).
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Fig. 4. String search for Instagram in JSON.txt.

Fig. 5. Command issued to parse for images, videos and gif files.

4 Results

This section provides the results of Facebook and Instagram hibernation file forensics
experiment.

4.1 Instagram

Our experiment shows that forensic investigators can gather tremendous amounts of
information regarding Instagram users and their friends from the Windows hibernation
file. We were able to recover personal and account activity information as described
below. To the best of our knowledge, our study is the only published work on recovering
Instagram artifacts from the hibernation file. Below we discuss the artifacts.
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Fig. 6. Outcome of Foremost parsing.

4.1.1 User Profile

We were able to extract personal information from hibernation file. For example, Fig. 7
shows user login credentials, “hiberfil” extracted from JSON file.” Figure 8 shows user
full name and profile picture URL to their Instagram profile picture, i.e. Hiber Fil”.

Fig. 7. Instagram user login Id

Fig. 8. User full name and the URL to the user picture

4.1.2 Messages

In Instagram we can send and receive messages from friends. Figure 9 shows Instagram
personal message received by the user. An important piece of information is that we
were able to carve the picture of the sender of the message which is shown on the left
side of the message, shown in Fig. 9.
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Fig. 9. Instagram message received by the user

Figure 10 shows the parsed JSON API data for the message in Fig. 9. It shows all
the attributes of the message including badge number, alert and the title of the message.

Fig. 10. Instagram parsed JSON API reveals all attributes of the message.

4.1.3 Notifications

In Instagram, you can choose to get push notifications when someone likes or comments
on your post. If you have notifications turned on, you can also choose accounts that
you want to receive notifications about. We turned on notification for the accounts we
created for this experiment. Figure 11 shows JSON entry for notification. In this case,
“sophie__carla started following you.”

Fig. 11. JSON entry for Instagram notifications

4.1.4 Feed

Instagram Feed is a place where users can share and connect with the people. When a
user opens Instagram or refresh his/her feed, the photos and videos will appear towards
the top of the Feed. All posts from accounts a user follows on Instagram will appear in
the Feed. Figure 12 shows the news Feed such as what the user liked, commented and
shared, i.e. “love you guys happy thanksgiving”.

4.1.5 List of Instagram User’s Friend

Instagram Close Friends is a new feature that allows users to share their more personal
Stories with just a select few friends. Figure 13 shows the friend’s list of suspect’s
personal user account in the form of a JSON file.
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Fig. 12. The news Feed API data.

Fig. 13. List of Instagram user’s friends’ full name

4.2 Facebook

To process JSON file for Facebook, we used both string search in JSON.txt as well as
using HxD for JSON binary file. Some example of the information we were able to
retrieve from both files is shown below.

4.2.1 Messages

Like Instagram, in Facebook users can also send messages and exchange photos, videos,
stickers, audio, and files, as well as react to other users’ messages. Figure 14 shows
the details of a conversation we obtained from Facebook messages using HxD tool, i.e.
“Hey how are you today? How was farmers market.”

Fig. 14. Facebook Message
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4.2.2 Posts

A Facebook post is a message in a special delivery cyber-bottle. It is a comment, picture
or other media that is posted on the user’s Facebook page or “wall”. Figure 15 show
users post and Fig. 16 shows a picture that was attached to that post. We were able to
recover message and picture from both API data we gathered from the JSON.txt using
HxD and Foremost tools, respectively.

Fig. 15. A user’s post on Facebook

Fig. 16. The picture Associated with Fig. 15 post

4.2.3 Facebook Friends

In Facebook, when you add someone as a friend, you automatically follow that person,
and he/she automatically follows you. This implies that you may see each other’s posts
in News Feed. Figure 17 shows using Bulk Extractor tool, we recovered full friends list
of a Facebook user.
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Fig. 17. List of Facebook friends recovered from hibernation file using Bulk Extractor

5 Contribution

To the best of our knowledge, our Windows 10 Hibernation forensic research is the first
research to collect critical personal and confidential information from hibernation file,
related to the use of Instagram and Facebook. With the rise of popularity of Instagram
and Facebook this research will set the baseline for what researches are expected to
gather from the Windows 10 Hibernation file.

In this research, we developed a hibernation file forensics process that can simplify
the task of investigators. With this new process, we were able to explore concepts, tools,
techniques and methodologies most suitable forWindows 10 hibernation file acquisition
and analysis. We experimentally demonstrated the application of the hibernation file
forensics process. Using our developed hibernation file forensics process, it is possible to
extract critical personal and confidential information related to Facebook and Instagram
activities reliably from Windows 10 machine.

6 Limitation of the Study

The limitation of this study was due to a lack of research, support and availability of
the tools for Windows 10 hibernation file and extraction methods. In 2012 Microsoft
introduced Windows 8 and with this release, Microsoft changed the format of the hiber-
nation file. Consequently, the previously developed tools were not useable anymore for
analyzing the hibernation file [4].While this limitation affected the range and availability
of the tools, we were able to find other tools and recreate results reliably.

7 Conclusions

The hibernation file forensics is a complicated task. This is due to two main reasons.
First, there are no systematic and structured published guidelines for this task. Second,
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Windows 10 hibernation format keeps changing from one version of the operating sys-
tems to another. As a result, the existing tools and methodologies may not be applicable
anymore. This research has provided a more detailed information related to the hiberna-
tion file forensics. We provided a process that investigators and researchers can use for
hibernation file forensics. Our proposed process is consisting of several major phases
each of which with its own issues and tasks.

In the experiment part of the project, we used our hibernation file forensics process
to demonstrate the effectiveness of hibernation file forensics. Our experiment focused
on retrieving forensics artifacts related to Facebook and Instagram activities. We used
several software tools to extract specific Facebook and Instagram information such as
pictures, audio and video files. For Facebook, we were able to retrieve user profile
information, friend list, profile pictures, videos, reaction icons, login credentials, feed,
news, comment, notifications, likes and chats. For Instagram, we were able to retrieve
feed, profile information, friends list, user bio, friends list, personalmessages, comments,
URL of friends’ profile pictures, friends’ user names, the full name of the friends’
name, profile status, user profile picture URL The experiment were performed in a
forensically sound manner. The results demonstrate that using hibernation file forensics,
the investigators can retrieve significant forensically valuable information related to
social media usages. In addition, information such as login credentials, pictures etc. can
be sued to establish a link between the suspect and the activities in a manner that is
acceptable to the court of law.

There are many ways that this research can be extended. Repeating the experiment
on different platforms, repeating this process at least twice to see discrepancies if any,
and develop similar hibernation file forensics process for mobile devices as well as for
virtual machine.
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Abstract. Mobile phone has becomean important assetwhen it comes to informa-
tion security since it has become a virtual safe. However, to protect the information
inside the mobile, the manufacturers use the technologies as password protection,
face recognition or fingerprint protection. Nevertheless, it is clear that these secu-
rity methods can be bypassed. That is when the urge of a post-authentication is
coming to the surface. In order to protect the phone from an unauthorized or
illegitimate user this method is proposed as a solution. The aim of the proposed
solution is to detect the illegitimate user by monitoring the behavior of the user
by four main parameters. They are: 1) Keystroke dynamics with a customized
keyboard; 2) location detection; 3) voice recognition; 4) Application usage. In
the initial state machine learning is used to train this mobile application with the
authentic user’s behavior and they are stored in a central database. After the initial
training period the application is monitoring the usage and comparing it with the
already saved data of the user. Another unique feature of this is the prevention
mechanism it executes when an illegitimate user is detected. Furthermore, this
application is proposed as an inbuilt application in order to avoid the deletion of
app or uninstallation of the app by the intruder. With this Application which is
introduced as “AuthDNA” will help you to protect the sensitive information of
your mobile device in a case of theft and bypassing of initial authentication.

Keywords: Authentication · Biometrics ·Machine learning ·Masquerade

1 Introduction

According to the “Statista”, by the year 2019, the number of mobile phone users will
surpass four billion.With the ability of multitasking almost as a computer, the individual
users as well as enterprises, government agencies and the military are rapidly integrating
mobile devices into their systems. The value of these devices varies from the sensitivity
of stored data and the monetary value of the device itself. Even though there are both
existing software and hardware security measures, the number of attacks on the device
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increase by the day. There are some cases these security features such as fingerprints
can be bypassed as well. But the central problem seems to be the inability for users to
make better security choices. Most of the mobile user does not have a full understanding
of the available security measures or to take full advantage and utilize the existing
protection measures. The simple task of having a pin or a pattern to the phone has not
accomplished by most of these users. The existing options tend to seek the guidance of
the user which leads some users to eventually ignore the security measurements. While
the consequences of compromise are severe the struggle to mitigate this risk is not yet
been reduced but getting complexed rapidly. The need for constant monitoring for a
device’s legitimate user is still not fulfilled with these existing options. The users are
more likely to be using a security measure that will not interfere with their use of the
device and does not need frequent input of information. Since the security preferences
vary from different components like user behavior, interests, a profession the market
needs a security measure that is specific yet applicable to every person. Already existing
options do not cover a wide range but focus on specific users only.

This study will propose a method to identify the user according to their behavioral
patterns. Research is conducted on four main components: Keystroke dynamics, voice
recognition, application usage, and Geolocation. The user is identified according to
his/her previous behavior. The owner is able to give weight to each of these components
according to their convenience. The solution that is proposed is user-specific and requires
minimumuser interactions. Themain purpose of the final outcome is to detect an intruder
even after the initial Authentication. Further, prevention mechanisms are implemented
to minimize the effect of possible theft.

2 Background

There have been no current researches covering all the functionalities in this research.
Most of the background information was collected by several papers, journals, articles,
and online resources according to each component as well as the application of machine
learning on mobile devices and other technologies.

Application ofMachine LearningAlgorithms toKeystroke dynamics is amoderately
developed research dimension. As such, the use of Machine Learning can improve the
accuracy and execution of authentication [5]. In the paper presented by Kang and Cho,
it is declared by altering the edge of the test datasets the error rates were accomplished.
By using four novelty algorithms they characterize the legitimate user’s keystroke data
rather than finding a decision limit between an owner and the imposter [5].

A voice recognition system was introduced in a paper presented by Ganesh K.
Venayagamoorthy et al. Voice recognition using artificial neural networks which have
given an acceptable level of success mainly with the self-organizing neural networks
[8]. However, the application was developed for a desktop application.

There are comparatively much researches done for tracing the location of a mobile
device. An application developed by Bhuvana Sekar et al. is able to increase the security
of the device as well as the owner’s safety [7]. The paper presents a solution to track a
device in case of theft by the location detection system.

Another main part of this project is to select a suitable database that is compatible
in the mobile environment and that can store all the data extracted from the keystroke,
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app usage, and geolocation and voice recognition components. The most significant
limitation of establishing a database in a mobile device is the memory and the source of
energy [4]. The paper presented by T. Farzad et al. provides a wide comparison between
four lightweight databases; SQLite (v3.6.18), Db4object (v7.1), H2 (v1.1) [4]. The com-
parison is done according to the ACID properties (Atomicity, consistency preservation,
Isolation, Durability) and continues to platforms, interfaces, Full Unicode support, Foot-
prints and boundary Limitations. This paper provided a ground for choosing a suitable
database for the project.

A paper presented by Harrison John Bhatti discusses the pros and cons of embedding
cloud technology regarding cloud databases, cloud computing, and databases. Further, it
provides examples such as On-Demand Self-Service, Broad Network Access and rapid
elasticity, etc. as the main advantages of using cloud storage [3]. The paper provides
a detailed analysis of currently available cloud databases. It states StormDB is quick,
adaptable and can be used along with any given programming dialect. MySQL is another
open-source social database that is hearty, multi-strung, value-based DBMS [3]. Post-
greSQL uses distributed computing to rearrange the procedure of provisioning numerous
Postgres arrangements [3].More suitable for little tomedium-sized applications, Google
Cloud SQL is stated as easy to utilize and doesn’t need any product establishment or
support [3].

Further background study was done to find information on the applicability of
machine learning models on the android platform. P. Basavaraju and Aparna S. Varde
paper on Supervised Learning Techniques in mobile Apps paper provided a comprehen-
sive review of useful approaches and describe the application in current using mobile
systems [2]. The decision tree method can be used in both classification and regres-
sion problems and is stated as an efficient nonparametric method. Training vectors are
divided into two different classes by building decision planes or hyperplanes to classify
the Support Vector Machines. Artificial Neural Networks provide a general, practical
method for vector-valued, discrete-valued and learning real-valued functions.

The background study of the encryption portion for the research was done through
cryptographic researches on the mobile platform. Sujithra, M. et al. have proposed a
hybrid approach of encrypting the data in three-tier security using cloud architecture [6].
First-tier indicates MD5 encryption using a given key to the user followed by the second
tier of symmetric encryption using AES. The last step is asymmetric encryption using
RSA or ECC [6]. This method can be used in both local and remote environments. Since
this research was conducted focusing on the remote environment this paper provided a
basic idea.

Ahirrao, S.A. et al. have presented an Android-based surveillance System that was
informative regarding the prevention mechanisms component [1]. The authors state that
a mobile camera capture can be shared through a Computer from a remote location [1].

3 Methodology

According to previous studies, there were four different machine learning models, 500–
1000 samples of data were gathered for training purposes.
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3.1 Keystroke Dynamics

3.1.1 Overall Architecture

Fig. 1. Overall architecture

With theChange ofmobile phone, typing behavior varies according to the typing environ-
ment. Therefore, a customized keyboard is developed to collect data and so the research
is conducted in a controlled environment. The keystroke Process consists of two separate
phases named the enrollment phase and the Identification phase (see Fig. 1). The enroll-
ment phase is in charge of training the algorithm utilized and it is active in the underlying
time frame as it were. Identification phase responsible for foreseeing the legitimacy of
the user and is active only after the network is trained and is dynamic thereafter. Also
with every single right and legitimate input the algorithm gets improved.

3.1.2 Components of the Keystroke Dynamics

Data Collector Module. In this phase the features i.e., Finger touch, Touch Pressure,
Dwell time, Flight timeandDigraph are extracted to feed theneural network (seeTable 1).
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Table 1. Results (training inputs)

Password Dwell
time

Flight
time

Finger
pressure

Coordinates Digraph
time

Tri-graph
time

Finger
sizeX Y

Button 01 0.0018 0.001466 1.0 0.0390 0.00576 NA NA 0.0262

Button 02 0.0015 0.002 1.0 0.0435 0.0571 0.00485 NA 0.0278

Button 03 0.0014 0.0025 1.0 0.0492 0.0580 0.005 0.0083 0.0142

Button 04 0.0014 0.00085 1.0 0.0499 0.0600 0.0054 0.0090 0.0207

Button 05 0.00103 0.0023 1.0 0.0552 0.0571 0.0033 0.0073 0.0241

Pressure Analyzer Module. For the extraction of this feature, we have utilized the inbuilt
pressure analyzer segment in the android phone to recognize the pressure, the sensor
of the touch screen to distinguish the co-ordinates of touch and size of finger contact,
milliseconds exactness timer module to precisely recognize distinctive timing char-
acteristics. These extracted features are additionally normalized utilizing unit-based
normalization technique so as to get them the scope of [0, 1].

Keystroke Recognition Module. Preparation Phase.

Fig. 2. Preparation phase

As shown above Fig. 2, during the preparation stage, the preparation data-set is sustained
as a contribution to the Feed Forward Network alongside the ideal output values. The
Error generator module produces the error and proliferates the error in reverse to alter the
weight vectors. After the total preparing stage, the weights are balanced as the network
gets completely trained.
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Testing Phase. During the testing stage, the contributions from the user are nourished
into the network. The network as indicated by its settled weights and contributions from
the user, characterizes the user as genuine or masquerader. The whole testing procedure
is viably condensed in the figure (Fig. 3). On each legitimate attempt, the network is
again trained with that arrangement of qualities, therefore adjusting to changing typing
rhythm or pattern through its life-cycle.

Fig. 3. Testing phase

Pattern Matching. We have utilized the Error Back Propagation Training Algorithm
to prepare the neural network. This algorithm makes a neural network with three layers
- the input layer, hidden layer, and output layer. The input layer comprises of 45 input
hubs which relate to the 45 trademark features unique to a user. One hidden layer with
16 hidden nodes has been taken which gives the best efficiency. Two output nodes
correspond to the two classes to which classification is done i.e. Legitimate, Illegitimate.

3.2 Identification of User Behavior with the Aid of Geolocation, App Usage
Statistics and Voice Recognition

In order to obtain the behavioral data of the user, the behavioral patterns such as geolo-
cation, app usage statistics and voice data of the user are examined, and the data was
gathered appropriately. For the purpose of data gathering, the aforementioned behavioral
patterns were integrated into a single application and were set to run in the background
to retrieve the behavioral data. Once the necessary data were collected and stored in the
central database, it was utilized to create the user profile accordingly.

Below attached Fig. 4 delineates the architecture of data gathering, storage, and
comparison.
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Fig. 4. System architecture for geolocation, app usage statistics, and voice recognition systems

Initially, separate systems were implemented for gathering geolocation data, app
usage statistics data and voice data. Once each and every single system was developed
and tested, they were integrated together.

System to retrieve the geolocation data was implemented in a way such that, it
requires user’s permission to access the location data during the training period. If the
user is willing to share his/her location details the system captures the latitude and
longitude values according to the current location of the user. This process was set to run
in the background for every hour. With the assistance of “LocationActivity” class, with
respect to the GPS provider status, latitude longitude values were captured under the
method “LocationService”. Furthermore, the locality address value was also captured
from the above-mentioned method. Once the latitude, longitude and locality address
values were captured and assigned to the respective variables, it was forwarded to the
central database which has been hosted in cloud storage.

Statistics of the application usage was gathered by running a service in the back-
ground in order to obtain the package details of the services running in the foreground.
Then, the details were listed in a graph by presenting each individual application’s usage
with the time of use, the number of counts and the percentage of use. During the time of
the initial setup, the user needs to enable the service to run in the background. Thereafter,
the percentage of usage with respect to each application was set to be retrieved at the
end of each day. Moreover, the application was developed in the way in which the user
can view the usage of the application for the present day as well as for the previous day.

The voice recognition system was implemented with the assistance of “VoiceIt API
2.0Android SDK”.During the initial setup, anAPI key and a tokenwere generated. Once
the API key and the token were generated, a reference to the SDK inside an activity was



Behavior and Biometrics Based Masquerade Detection Mobile Application 453

initialized bypassing the API credentials or the token. Then the encapsulation methods
were used to enroll and verify the authentic user’s voice. The voice recognition process
consists of two segments namely “Register Activity” and “Login Activity”. During the
process of the registration, the user is required to provide a user name, first name and
last name along with the voice. In order to capture the voice pattern and the frequency of
the voice, the user must repeat a hardcoded phrase three times which will be displayed
on the mobile screen during the run time. Once the voice is captured it will be enrolled
with the user name. The above-mentioned process will occur during the training period.

3.3 Collecting, Analyzing and Concluding Data in the Central Database

The data that is sent from the keystroke, Geo-Location and Application usage is stored
in the centralized database in the training period (see Fig. 5).

Fig. 5. Main architecture

Database. The data gathered fromall four components tend to need to take storage space
from the device. It was decided to use a cloud facility to store this data. “ThingSpeak”was
chosen by the API to store and retrieve data using the HTTP protocol. The keystroke
dynamics component provides an accuracy rate while the geolocation and app usage
components send raw data that should be further examined. Further, the cloud will be
used as a developing platform as well.

Geo Location. For geolocation data, since the data is provided according to the user the
machine learning process will adopt the supervise learning on a Classification problem.
The features of this classification are the abovemain data according to customer behavior.
K nearest neighbor is chosen as the algorithm to detect the location anomalies compared
to the training period locations. The data will be gathered in the initial training phase.
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When the user is in an unfamiliar location the app will detect the location details and
feed it into the model and will check whether there are nearest training period locations
with a 5 km radius. If not, it will be count as an anomaly.

App Usage. Application usage will be measured by providing the user to choose four
applications that he would frequently use. The average usage of these applications will
be measured in the initial stage. After the training period, the application usage of the
past 24 h will be measured and compared with the present usage. If the user changes
within the usual range, it would not be counted as an anomaly. But a drastic difference
in usage will be detected.

Final Accuracy Rate and the Overall Process. All three accuracy rates of geoloca-
tion, application usage, and keystroke dynamics will be calculated with the user assigned
weights in the initial stage. The final result will depend on these weights and if the final
accuracy rate is less than 75% Voice recognition mechanism will be triggered.

Here, if the user was identified as an intruder, it will be redirected to the login
interface of the voice recognition application, where the particular intruder’s voice will
be examined. During the login step, if the voice data do not match and if the system
concludes that the user as an intruder, code segments related to the preventionmechanism
will be executed.

3.4 Prevention Mechanism and Data Protection

The Prevention mechanism is the way to protect the data inside the mobile phone when
it finds out that there is unauthorized access. The main input data to the prevention
mechanism is the alert that is coming from the voice authentication parameter. When the
illegitimate user alert is triggered it automatically executes the prevention mechanism.
This executes in two main methods (see Fig. 6):

1. A photo of the unauthorized person will be captured and sent to the cloud database
along with the location.

2. The files in the phone will be encrypted using blowfish encryption method.

By these methods, the user can identify the location and the image of the person
who has the mobile device. The input for the first step would be the captured photo and
the location of the device. It will be sent to a predefined cloud located profile of the
particular user or in this purpose mainly an e-mail address which is defined by the user
during registration (in the training period). The second step ensures that the intruder
won’t take anything from the device and in order to achieve that feature, it encrypts the
files inside a mobile device.

The capturing of a photo and location details to the cloud is coded by a Java-based
platform. The technical input for this part is taken by referring to several webcams,
phone lock, and encryption applications.
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Fig. 6. Prevention mechanism.

4 Results and Discussion

The outcomes introduced in this fragment are the consequence of a user trial of a
“199510” secret code, with more than 10 accentuations each. The fundamental arrange-
ment of results was extracted during the preliminary stage, which demonstrates the
features and timestamps of a user on the different significant focuses that can be utilized
to recognize a legitimate user from masquerades (see Fig. 7 and Fig. 8).

Fig. 7. Feature extraction of single passcode typing
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Fig. 8. Weights assigned by Back propagation algorithm with respect to the model training

Furthermore, capturing user behavior such as geolocation, app usage statistics and
voice recognition areworking efficiently by providing error-free outputs. The application
was working 95% accurately without any defects.

30 rows of datasets were acquired for the 30 day training period. After calculating
the average use of each app the daily update of app usage is compared with the training
period to gain the results. If the daily acquired data is not in the range calculated in the
training period the output results will be 1 and will be considered as an anomaly.

Geo-location data was captured through the training period for the future use of the
k nearest algorithm. Every half an hour user’s location was captured and fed into the
algorithm to find anomalies which will result in 1.

As displayed in Table 2, these results will be calculated with weights assigned and
the final result on the first layer is given as a percentage. If the percentage is more than
20% the voice recognition will be activated.

The mic will detect the user’s voice and confirm the user. If the user’s voice proven
to be not from the device owner prevention mechanisms will be activated. The following
table (see Table 2) provides a sample of test cases for the overall system.

Additionally, in the prevention mechanism, the capturing the photo of the intruder
by automatically opening the front camera and exchanging of the encryption of the
selected files are working at 90% accuracy, nevertheless, it was implicit that some parts
of the research are hard to implement due to the fact that developers don’t have kernel
access or ability to execute system commands. However, the App is introduced as an
inbuilt app. But in implementation there were few limitations in the automation of the
processes, enabling some features due to previously mentioned fact. Apart from these
technical limitation, there were some theoretical changes that had to be considered while
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Table 2. Sample of the test cases used

Test
no.

Geo
location

App
usage

Keystroke Weight
of
travelling
%

Weight
of app
usage
%

Layer
1 final
results
%

Voice
recognition
status

Voice
recognition
results

Prevention
mechanism
status

01 1 0 0 70 80 23.33 Activated Positive Unaffected

02 1 1 1 70 80 83.33 Activated Negative Activated

03 1 1 0 70 80 50 Activated Negative Activated

04 0 0 1 70 80 33.33 Activated Positive Unaffected

05 0 0 0 70 80 0 Unaffected – –

Table 3. Final statistics of the results

Type Test cases Results True positive rate True negative rate

Legitimate user 150 TN: 142
FP: 8

– 94.66%

Masquerader 150 TN: 137
FN: 8

91% –

implementing the prevention mechanism for example due to the time the encrypting the
whole phone was changed into encrypting only selected files (otherwise it takes a lot
of time to encrypt the whole phone and that is not a good characteristic of a prevention
mechanism) and secondly, uploading everything in the phone to the cloud has changed
into sending the photo and location to the profile or email, due to the assumption that the
data (internet package) of the mobile will not be enough to upload every single file into
cloud and there is a limit to the cloud storage space. Therefore with this new features
(encrypting only selected files and emailing the photo of the intruder to the valid user
along with the location), in the training period there will be interface in the app to choose
files that needs to be encrypted in case of emergency and to register the user’s email
address. During the testing period the encryption algorithm was changed from AES-128
to Blowfish in order to speed up the encryption process. Apart from the above mentioned
limitations the implementation and processing of the prevention mechanism is a 90%
success as shown in the Table 3.

5 Conclusion and Future Work

AuthDNA app protects your data and helps you to find the intruder or the thief. Addi-
tionally, it provides extra security for your mobile device. This mechanism can be further
developed into other devices such as a computer, tablet, etc. where the authentication
method is limited to only biometrics. Furthermore, this research is only done for an
android based mobile device, the researches can give their attention to other platforms
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as well (such as IOS). The researchers can increase the accuracy rates with novel tech-
nologies and trends and that would also be an interesting path for a research study since
this is beneficial for every mobile user these days as well as in the future.
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Abstract. Fingerprints are common biometrics in smartphones as they are used
for access to the device itself, or for authentication in applications. While finger-
prints provide many benefits, they are vulnerable to spoofing attacks. This paper
investigates countermeasures to spoofing attacks that use live fingerprints without
consent either by force or by theft. We used behavioral biometrics to differentiate
between intentional and forced fingerprint authorization attempts. Data was col-
lected from several sensors and themost discriminating onewas the accelerometer.
A total of six data subsets, each with about 100 instances were collected, four for
testing and two for calibration. A corresponding six testsweremade on the subsets,
in addition to one test on the combination of feature vectors from all sensors before
and after using Correlation-based Feature Selection (CFS) to reduce the number of
combined features. We used Naïve Bayes, Linear-Kernel and Cubic-Kernel Sup-
port Vector Machines (SVMs), and Deep Neural Network (DNN) classifiers. For
the accelerometer-combined data, the classifiers scored 61%, 81%, 88% and 94%,
respectively showing the DNN as the most powerful classifier, and for individual
runs, performance was higher. The investigation was successful in differentiating
between intentional and forced uses of fingerprint authentication systems.

Keywords: Fingerprint · Biometrics · Spoofing · Liveness detection ·
Anti-spoofing protection · Security

1 Introduction

Prehistoric picture writing of a hand with ridge patterns was discovered in Nova Sco-
tia. In ancient Babylon, and Egypt, fingerprints were used on clay tablets for business
transactions. In ancient China, thumb prints were found on clay seals. In 14th century
Persia, various official government papers had fingerprints, and it was observed that no
two fingerprints are identical.

After the Industrial Revolution, the French police used anthropometrics to identify
subjects. Due to lack of awareness of its potential, it did not see rapid increase until late
20th century with the fast development of computer systems. Smartphones now have
fingerprint authentication systems.
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Fingerprint authentication in mobile devices provides fast access compared to PIN
codes or passwords; user identification; and data protection. A major drawback is the
vulnerability to spoofing [1].

There are two main methods of spoofing fingerprints: 1) using fake fingerprints
and 2) using valid fingerprints without consent. Most research focuses on the former.
However, in daily use, a person’s own fingerprint may be used to gain unauthorized
access. This can happen during sleep, or by force.

Multiple biometrics can be used to mitigate the risk of compromised biometrics.
Some systems require face and fingerprint authentication. Multimodal biometrics can
provide new layers of authentication, but this can make it impractical, as users have to
identify multiple times.

Wepresentmotivation and objectives in Sect. 2; relatedwork in Sect. 3;methodology,
data collection procedure, and features selection in Sect. 4; results and analysis in Sect. 5;
and finally, the conclusion in Sect. 6.

2 Motivation and Objectives

Fingerprint spoofing has been a big issue for many years [1] discussed spoofing and
countermeasures back in 2002, when fingerprint applications were not utilized in mass
public domain. The analysis was limited to immobile fingerprint sensors in official
facilities. The papermentioned the liveness detection and predicted a flourishing research
to use it for counter spoofing attacks. True to that prediction, liveness detection is widely
researched, and many algorithms contributed.

Liveness detection methods do not cover unintentional spoofing. In the rise of smart-
phone fingerprint authorization systems, it is relatively easily to spoof authorized users
live fingerprints to gain access to their devices and operations. These kinds of spoof-
ing show the difficulty of developing reliable countermeasures to unauthorized use of
fingerprints considering the scope and ease of utilization.

Our research targets unintentional/forced spoofing attacks in smartphone fingerprint
authorization systems. The work intends to provide a transparent protection which relies
on users’ behavior prior to unlocking their devices and aims to work on existing mobile
devices. In this paper, we develop a new experimental setup and feature extraction
method to enhance spoofed fingerprint detection to discriminate between intentional
and not intentional or forced authenticated and valid fingerprints.

3 Related Work

Schuckers [1] reviews spoofing attacks that target fingerprint applications at the sensor
level, and proposes countermeasures. The work discusses scenarios where users are
compelled to identify (or verify) themselves using fingerprints. He suggests that there is
no biometric countermeasure for these attacks. The article discusses gummyfingerprints,
or fooling the sensors’ nature of work. Temperature-based sensors can be breathed upon,
and optical sensors can be dusted and re-focused with intense halogen light.

The article introduces a new method of spoofing that relies on dental impression
materials and casts made from clay and Play-Doh to create molds. The attack was
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performed on multiple fingerprint scanners including capacitive (AC and DC), optical,
and opto-electronic based scanners, yielding varied success rates.

Furthermore, the author tested cadaver fingers by enrolling dismembered finger-
prints onto the scanners. Success rates varied from 40–94% depending on the scanner.
Possible anti-spoofing techniques include additional password protection, enrolling sev-
eral samples per person, supervising the identification/verification process, multi-modal
biometric approaches, and liveness detection.

Yuan et al. [2] targets liveness detection in fingerprint images using Convolutional
Neural Network (CNN). The tests were performed using LivDet competition datasets
from the years 2009 and 2011. The error rate was significantly lower than the winners of
the two mentioned competitions, and other methods developed later. The novel idea is
the reliance on the CNN to form semantic features from fingerprint images, which can
be used to discriminate between fake and real fingerprints. The authors also discuss the
required preprocessing of fingerprint images using ROI. Their reasoning is that empty
areas of images can cause issues with classification. Furthermore, they have used PCA
in pooling layers to reduce over-fitting and the number of relevant features.

Marcialis et al. [3] reviews fingerprint recognition systems vulnerability to spoof
attacks, likemoldsmade of silicone, gelatin or Play-Doh. Liveness detection, of the vital-
ity information from the biometric signature itself, was proposed to defeat these spoof
attacks. LivDet 2009 competition compared different methodologies for software-based
fingerprint liveness detection with a common experimental protocol and large dataset of
spoof and live images. Four submissions resulted in successful completion: Dermalog,
ATVS, and two anonymous participants (one industrial and one academic). Each par-
ticipant submitted an algorithm as a Win32 console application. The performance was
evaluated for three datasets, from three different optical scanners, each with over 1500
images of “fake” and over 1500 images of “live” fingerprints. The best results were from
the algorithm submitted by Dermalog with a performance of 2.7% FRR and 2.8% FAR
for the Identix (L-1) dataset.

4 Methodology

4.1 Solution

Maintaining convenience, and compatibility requires utilization of existing smartphones
components for the countermeasures. We have investigated sensors in smartphones to
build user-specific profiles for the counter-spoof. Data was collected from nine different
sensors as described in the data section. Two types of sensors were used; sensors that
measure the forces acting on the system including the touch force detected mainly
by the accelerometer, and with less sensitivity are the gyroscope, gravity, and linear
acceleration. The second type are positioning sensors that detect the device orientation,
including rotation, proximity, magnetic parameters and pressure. In total, we have used
seven of the nine sensors. Pressure data is not significant if operations are local. Proximity
should show surroundings, but it was unable to collect data continuously in a signal
fashion.
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The Accelerometer is highly useful to measure the touch force and duration using
instantaneous frames of reference. In essence, it measures the touch strength. Consider-
ing that touches are highly personal based, it is unlikely for different people to emulate
identical touches, especially if one person is trying to force the owner to make the touch
and the same applies if the owner is asleep. The other important sensors are rotation and
orientation which can indicate the device orientation.

Data from named sensors is collected prior to device unlocking attempt using finger-
print. If the input fingerprint matches any enrolled template, the attempt is authenticated,
and data collection is stopped to store the data. This data can be used to determine if the
attempt was forced/unintentional or valid. This, in turn, can be used to reject the attempt
if it is not valid, or can be used to investigate fraud operations after the fact.

The collected data is classified into two classes: 1) intentional attempt where the user
purposely unlocks the device; and 2) unintentional or forced attempt where the owner
is forced to make the unlocking operation.

We have used four classifiers: Naïve Bayes, Linear Kernel Support Vector Machine
(SVM), CubicKernel SVMandDeepNeural Network.We compared their performances
and accuracy levels as discussed in Sect. 5. We have also used Correlation-based Feature
Selection (CFS) to reduce the number of features. WEKA [4] was used to perform CFS
and all classification problems. Other works compared the three classifiers for a variety
of applications [5–7].

4.2 Constraints

The solution to forced/unintentional spoofing should remain:

1. Convenient to the users. Otherwise, they may disable the application.
2. Transparent and simple.
3. Compatible with existing smartphones, because adding a new hardware is not a good

option.
4. Lightweight performance as mobile devices have limited power usage.

4.3 Sensors and Data Collection

We have developed and an application using Android Operating System (OS) to collect
data from the sensors [16]. It can be extended to serve on other operating systems. The
following sensors were utilized.

1. Accelerometer: measures acceleration w.r.t an instantaneous rest frame, including
gravity.

2. Gyroscope: measures orientation and angular velocity.
3. Gravity: measures gravity force in all directions.
4. Linear acceleration: measures the force applies to the device in all directions

excluding gravity.
5. Magnetic field: measures the ambient geomagnetic field for all three physical axes.
6. Orientation: measures degrees of rotation that a device makes around all three

physical axes.



Spoofed/Unintentional Fingerprint Detection Using Behavioral Biometric Features 463

7. Rotation vector: measures device orientation by providing the three elements of the
rotation vector.

Our application starts recording the data when attempting to unlock the device and
stops when unlocked. The attempt type is marked in relation to the person, and the nature
of the unlocking attempt (intentional or unintentional/forced).

4.4 Correlation-Based Feature Selection (CFS)

A relevant work by Mark Hall [8] reviews identifying a representative set of features
from which to construct a classification model. He addresses the problem of feature
selection through a correlation-based approach. The central hypothesis is that good
features are highly correlated with the class, and preferably uncorrelated with each other.
An evaluation formula, based on test theory, provides a definition of this hypothesis. CFS
algorithm couples this evaluation formula with an appropriate correlation measure, and
a heuristic search strategy. CFS was evaluated by experiments on artificial and natural
datasets.

4.5 Classification Algorithms

Naïve Bayes. NB is a family of probabilistic classifiers that use Bayes’ theorem with
strong (naive) independence assumptions between features. It has been studied since the
1950s and was introduced under the name text retrieval with word frequencies as the
features. With appropriate pre-processing, it is competitive in this domain with support
vectormachines. It is also useful inmedical auto diagnosis. NBclassifiers are highly scal-
able, requiring several parameters linear in the number of variables (features/predictors)
in a learning problem.Maximum-likelihood training can be done by evaluating a closed-
form expressionwhich takes linear time. NBmodels are known under a variety of names,
including simple and independence Bayes. Rish [9] reviews the performance of the NB
classifiers, assuming features independence in a given class.

Support Vector Machines. SVM is a supervised machine learning algorithm which
can be used for classification problems [10]. In this algorithm, we plot each data item
as a point in n-dimensional space, where n is the number of features, with each feature
representing a particular coordinate. Figure 1 shows a simplified SVM visualization of
two clearly separated classes between features F1 and F2. In our work we have features
well over two making the task in hand a bit more difficult for the classifier.

Deep Neural Network. DNNsare normally preferred formulticlass classificationprob-
lems. Due to the large number of features extracted from all sensors as DNNs, tend to
perform well on large sets of features when there is enough data. We used MultiLayer
Perceptron (MLP) [11, 12] with a learning rate of 0.2, momentum of 0.2, and a batch
size of one. Figure 2 shows a schematic DNN structure similar to the one we used in this
work. WEKA’s default implementation doubles the number of features for each hidden
layer [13]. It’s worth noting that the DNN used for the final test combined features from
all sensors, but the structure follows the same rules.
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Fig. 1. Hyper-plane that clearly separates the two classes

Fig. 2. DNN structure. Input layer consists of 18 neurons for the 18 features. Each hidden layer
consists of 36 neurons. Finally, the output layer consists of 2 neurons for the two classes.

5 Results and Analysis

5.1 Datasets and Feature Selection

The data sets represent variable real time conditions as explained in the Table 1. Six sub-
sets with nearly 100 instances each represent a reasonable range of values and statistical
samples for training and testing the classifiers.

The application we developed runs on Android devices and collects the sensors data,
when a finger print push is made on the scanner. The data is collected over the time
span when the system is processing the finger print authenticity. It usually takes a few
seconds to collect one instance.

The data for each subset was labeled 50% intentional representing authenticated
instances (class = 1), and the other 50% representing forced or unauthorized (class =
0). The main measurable difference is due to the force magnitude and direction applied
to the scanner.
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Table 1. Biometric dataset: runs codes and settings. Total number instances from runs 1–4 is
426, with 18 features per sensor. Total number of features is 126. Class= 1 intentional; class= 0
forced. Pressing force ratio F01= F0/F1; Fx= force for class x. Composition for all runs is 50%
class = 0, and 50% class = 1.

Run code Type F0/F1 Configuration

R1 Classification 2.5/1 CP1: two different fixed pushes for the two classes to
optimize contrast between the two cases for most
sensors

R2 Reproduction of R1 2.5/1 CP1

R3 classification 2/1 CP2: two different pushes for the two classes; the
push changes slightly during the application for each
class The push ratio is slightly less than CP1

R4 Classification 1.5/1 CP3: two different pushes for the two classes. Push
changes during the application for each class. The
push ratio is a little less than the R3

R01 Calibration 1/1 CP4: Push and positioning are fixed for all instances
but labeling 50% class = 1 and 50% class = 0

R02 Calibration 2/1 CP5 slightly different positioning and different
pushes for the two classes

5.2 Feature Selection

We have used A rich Frequency and Amplitude based Series Timed signals with 18
features extraction Algorithm (FAST18) developed by one of the authors [14]. For each
sensor’s data, the feature vector consists of 18 total features. One is the total signal
time in milliseconds, the second is the root mean square deviation of each reading time
within the whole sensor signal, and the third is the position angle. In addition, there are

Table 2. Comprehensive list of features.

No. Feature name No. Feature name

1 signalTime 10 oscPerRelAngleSign

2 rmsdPSignal 11 rmsdPosVal-X

3 oscPerSignal-X 12 rmsdPosVal-Y

4 oscPerSignal-Y 13 rmsdPosVal-Z

5 oscPerSignal-Z 14 rmsdRelPosVal-X

6 oscPerRelSignal-X 15 rmsdRelPosVal-Y

7 oscPerRelSignal-Y 16 rmsdRelPosVal-Z

8 oscPerRelSignal-Z 17 rmsdAngVal

9 oscPerAngleSign 18 rmsdRelAngVal
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three fluctuations per signal in all three dimensions, and three for their time components.
Furthermore, we have three root mean square deviations for three dimensional sensor
readings, and finally, their three time components. Table 2 shows these features. For the
combined sensors we have established 126 component features vector that was reduced
after applying the CFS to 16 powerful features. Figure 3 shows the reduced set of
combined features. The combined selections have improved the rate for all classifiers
except the naïve bays which is expected.

5.3 Classifications

Table 3 shows the results for the various runs under Naive-Bayes Classification. The
success rate is high for the standard runs with aminimum number of oscillating variables
within each setting, and they are expected to get the best results. The two calibration
runs show as expected.

With R01 the data is labeled as different while in fact it is identical, the expected
success-rate should be a random walk problem yielding 50% rate. For the R02 the sets
are actually different and just similar to the R1 but with only one difference that the CP5
is used, meaning the orientations did not have a large difference as the acceleration, and

Fig. 3. Correlation matrix between the 16 selected power features, and the class, using CFS
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that would yield a lower success for position classification. The two main runs R3–R4
yield an almost real time data with variation as it would be anticipated from an owner
versus an outsider push and timing. The results show a little lower success, but not that
much, because the Accelerometer is still the main contributor. The other position sensors
also give lower success rates.

Table 4 shows the result for the Linear Kernel SVM classifier, and the success is
better as expected. The SVM can benefit from correlated features, and hence should
generally give better results.

Table 5 shows the data for the Cubic Kernel SVM classifier, and that also shows
some improvements albeit small. Table 6 shows the DNN results and again the results
are as expected. Finally, Table 7 shows the results obtained after concatenating all sensors
feature vectors into one, then training the system on overall with 10-CV test, without
and with CFS.

Table 3. Naive-Bayes classification accuracy percentage, for the various sensor measurements
binary classification intentional/forced

Function R1 R2 R3 R4 All R01 R02

Accelerometer 97.06 97.03 92.68 81.00 60.80 44.00 97.00

Gravity 97.06 97.03 64.23 77.00 66.20 38.00 90.00

Gyroscope 95.10 98.02 65.85 77.00 61.97 58.00 72.00

Linear Acc. 96.08 93.07 67.48 78.00 63.85 38.00 68.00

Magnetic 95.10 97.03 69.92 79.00 63.85 50.00 64.00

Orientation 95.10 97.03 68.29 79.00 62.21 56.00 80.00

Rotation 96.08 96.04 63.41 76.00 60.56 46.00 79.00

Table 4. Linear Kernel SVM classification accuracy prediction %, for the various sensor
measurements binary classification intentional/forced

Function R1 R2 R3 R4 All R01 R02

Accelerometer 97.06 97.03 98.37 85.00 81.00 36.00 97.00

Gravity 97.06 98.02 85.37 84.00 77.93 42.00 90.00

Gyroscope 97.06 98.02 81.30 77.00 68.54 42.00 88.00

Linear Acc. 97.06 96.04 84.55 81.00 71.60 38.00 80.00

Magnetic 98.04 96.04 89.43 86.00 77.00 46.00 64.00

Orientation 96.08 98.02 80.49 78.00 77.23 42.00 83.00

Rotation 97.06 98.02 93.50 74.00 71.13 50.00 82.00

Feature reduction helps Naïve Bayes classifier because it selects features which are
the most independent, while it harms the DNN, and SVM classifiers, because they lose
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Table 5. Cubic Kernel SVM classification accuracy prediction percentage, for the various sensor
measurements binary classification intentional/forced

Function R1 R2 R3 R4 All R01 R02

Accelerometer 97.06 97.03 96.75 86.00 88.03 36.00 97.00

Gravity 98.04 97.03 81.30 87.00 79.43 48.00 91.00

Gyroscope 95.10 97.03 78.86 78.00 66.67 54.00 86.00

Linear Acc. 97.06 96.04 91.06 78.00 67.37 46.00 80.00

Magnetic 97.06 97.03 87.80 82.00 75.82 48.00 56.00

Orientation 90.20 97.03 78.05 78.00 71.83 46.00 83.00

Rotation 98.04 98.02 83.74 77.00 67.14 38.00 84.00

Table 6. DNNclassification accuracy prediction percentage, for the various sensormeasurements
binary classification intentional/forced

Function R1 R2 R3 R4 All R01 R02

Accelerometer 97.06 97.03 97.56 93.00 93.66 38.00 98.00

Gravity 98.04 98.02 87.80 91.00 84.51 46.00 88.00

Gyroscope 97.06 97.03 89.43 81.00 83.80 50.00 84.00

Linear Acc. 98.04 98.02 88.62 76.00 83.80 46.00 78.00

Magnetic 98.04 97.03 95.12 85.00 85.92 54.00 66.00

Orientation 97.06 98.02 89.43 85.00 89.44 44.00 87.00

Rotation 97.06 98.02 93.50 80.00 90.14 38.00 79.00

Table 7. Accuracy rate from concatenating all sensors feature vectors into one, then training the
system on overall with 10-CV test, with and without CFS

Classifier Without CSF (126
features)

With CSF (18 features) Wo/w CFS

DNN 95.07% 92.02% 1.04/0.96

Cubic poly kernel SVM 94.37% 92.72% 1.02/0.98

Linear poly kernel SVM 91.31% 86.62% 1.05/0.95

Naive-Bayes 63.62% 78.64% 0.81/1.24

some correlations in the omitted features. In fact, the table shows they have lost some
accuracy after the reduction. In contrast, Naive-Bayes benefited significantly, because it
assumes independent features. The results are consistent, and as expected.
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6 Conclusions

The main point here is not testing the various classifiers, but the feasibility to distinguish
between ordinary and unauthorized touches. The results show very promising prospects.
Considering that this data is an exercise to construct real life data conditions, a thorough
and detailed data collection under various conditions would be pursued.

A successful discrimination between these two types of operations can have a sig-
nificant impact on the protection of the devices, and owners from brute forceful actions,
or stealing while asleep or unaware. A follow-up application can provide online protec-
tion needs, with some considerations to meet the boundary conditions of simplicity, and
reversibility without harming performance. Even if that task is not achieved with full
efficiency, many high risk or vulnerable users would rather use it, to provide a critical
protection against high odds. A third good utility is to provide some means, to check the
authenticity of the operations after the fact. The service can extend to other applications.
The FAST16 extractor worked very well for all classifiers, and reported better results
when using CNN with Feature to Image Transformation [FIT] [15].
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Abstract. Paratransit services provide mobility solutions for disabled
travelers and older adults. In the United States, the requirements for
efficient and affordable provision of these services significantly increased
in 1990 with the passage of the Americans with Disabilities Act. These
transportation services are essential to the well-being of these popula-
tions, however, nearly thirty years later, they remain notoriously expen-
sive to provide and inconvenient for its passengers. The issues related to
paratransit are apparent from passenger feedback and complaint forms.
In this work, we explore a potential solution for improving paratran-
sit services under consideration by transit agencies around the world,
the integration of TNC’s (Transportation Network Companies) such as
Uber, Lyft, Didi or Grab and taxi services with paratransit. The contri-
bution of this work is to develop privacy preserving secure smart con-
tracts to enable these extended paratransit systems. We examine the use
of blockchain and simple IoT devices to host these contracts. Through
proof of concept prototype development using open source blockchain
resources, we examined the proposed architecture and system design.

Keywords: Blockchain · Secure contracts · Paratransit · Internet of
Things

1 Introduction

In North America we use the term Paratransit for transportation services that
complement fixed-route transit services to meet the needs of disabled travelers
and older adults. In the United States, the requirements for efficient and afford-
able provision of these services increased significantly in 1990 with the passage
of the Americans with Disabilities Act [1]. Similar legislation governs Canadian
services for people with disabilities. These transportation services are essential
to the well-being of these populations, but they remain expensive to provide
and inconvenient for users. A potential solution for improving paratransit ser-
vices under consideration by transit agencies around the world, is the integration
of ride-hailing services (also known as Transportation Network Companies, or
TNCs) such as Uber, Lyft, Didi or Grab and taxi services with paratransit.
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This integration is justified, as many paratransit users are mobility or vision
impaired but not wheelchair bound, so they do not require special vehicles.
And, some wheelchair accessible vans are inconvenient or even unsafe for vision
impaired travelers with guide dogs. Enabling these services at the same time as
ensuring user privacy, data security and safety will require considerations that
are not present in standard ride-hailing and taxi services.

Our work examines ways to develop IoT based blockchain enabled smart
contracts to enable these extended paratransit systems. In the U.S., because
of HIPAA1 [2], there are implied regulations which ensure the privacy of the
disclosure of patron’s personal health data. This established the first national
standards in the United States to protect patients’ personal or protected health
information. The U.S. department of Health and Human Services issued the rule
to limit the use and disclosure of sensitive personal or protected health infor-
mation in 1966. In theory, these systems must be privacy preserving and secure.
The use of blockchain methods provides a way to securely create, store, and
transfer digital assets in a distributed, decentralized environment. We strongly
believe that this is important when considering the incorporation of TNCs and
taxis with paratransit operations.

Synchronization in public blockchains typically requires significant computa-
tional power and extensive, amounts of storage, which makes their use inefficient
or infeasible for memory-limited IoT devices. Thus, in this paper, we examine
the use of a private blockchain for a paratransit system. Private blockchains are
permission based environments in which only the approved entities are able to
access and add blocks. This initial work focuses on the design and development of
working prototypes, while the next phase will involve direct input from relevant
public agencies.

The remainder of the paper is organized as follows, in the next section we
discuss the background and motivation for the research. In Sect. 3, we provide
an overview of blockchain in supply chain management. In Sect. 4, we explore
the related research that influenced our work. In Sect. 5, we outline the pilot
studies from across the U.S. that have incorporated TNCs in their paratransit
services. In Sect. 6, we list and define the various cyber-attacks that make IoT
systems vulnerable. In Sect. 7, the prototype design is presented. In Sect. 8, the
use of smart contracts is described. In Sect. 9 discusses the work and present
limitations of the work and lastly, we provide a concluding section.

2 Background and Motivation

Through the use of blockchains we are able to achieve a secure method of pro-
cessing, storing, and maintaining paratransit trip data including its transactions.
The considerable vulnerabilities in cyberspace make security an essential feature
of data sharing. The Internet of Things (IoT) is a microcosm of interconnected
1 Health Insurance Portability and Accountability Act was established in 1966 in the

United States of America, this Act mandated the data privacy and security provisions
safeguarding medical information.



Enabling Paratransit and TNC Services 473

devices. There are many common cyber-attacks, but, in IoT environments the
risks are increased due to the number of connected devices. Another benefit of
blockchain is that it operates in a fully decentralized environment. In a decen-
tralized environment, there is no single point of failure. Rather than relying on
a central authority to manage secure transactions, blockchain uses consensus
protocols across the entire network of nodes to validate transactions and record
data in a incorruptible manner [3].

The differences between centralized and decentralized IoT systems is explored
in detail in [4]. Figure 1 presents the differences between centralized and dis-
tributed (decentralized) IoT systems. Blockchains and Smart Contracts for
the Internet of Things can lead to more distributed applications [5]. Lastly,
immutability, which is the ability to remain unchanged, is another major benefit
of blockchain.

Fig. 1. Comparison of centralized and distributed IoT systems [4]

3 Blockchain in Supply Chain Management and Logistics

Blockchain has proven itself useful in many business applications, and has the
potential to improve processes and enhance business models in logistics and Sup-
ply Chain Management (SCM). In [6] four use cases were addressed as areas of
significant opportunities of improvement by incorporating blockchain technolo-
gies, including: ease of paperwork processing, identifying counterfeit products,
facilitating origin tracking and, the operation of IoT.

Many new companies have emerged over the years and the pace of develop-
ment is increasing. One such example is Fetch.ai, a company that is combining
blockchain technology and machine learning applications with the goal of devel-
oping “a decentralized digital representation of the world in which autonomous
software agents perform useful economic work” [7]. While the company is work-
ing in many domain areas, it seems clear that transportation will be an early
application.
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4 Related Work

In the past few years, there has been quite a bit of work in the area of privacy
preserving transportation systems. In this section we highlight a few of the most
relevant related work.

In [8], Kanza and Safra demonstrate how blockchain, cryptocurrency and
pseudonymity technologies can enable a decentralized ride-hailing service that
preserves location privacy and pseudonymity. Yuan et al. [9] present a vision
for integrating ITS and blockchain systems. The researchers point out some
early development, but those companies do not seem to have succeeded. Shiver
et al. [10] presents a secure and decentralized blockchain-based ride-hailing
platform for autonomous vehicles, but the findings could be applied in a pre-
autonomous vehicle setting. In [11] the researchers propose the first privacy-
preserving Blockchain-based incentive network in ad hoc vehicular networks
(VANETs). The researchers propose to use an incentive mechanism called Cred-
itCoin to motivate users to share network information via a vehicular announce-
ment network. The researchers developed a novel privacy-preserving incentive
announcement network VANET based on blockchain via an effective anony-
mous vehicular announcement aggregation protocol. In both Singh et al. [12]
and Javaid et al. [13], the examination of the use of blockchain technologies to
enable secure inter-vehicular communication is explored.

For more general tutorials on blockchain and smart contracts [5] provides
an exemplary tutorial. Additionally, the Blockchain in Transportation Indus-
try Alliance2 (BiTA) provides information about standards for blockchain in
transport.

Mo et al. created a ridesharing option for paratransit that was integrated
with Dial-A-Ride [14]. Through this work, the researchers addressed the low
vehicle utilization and high rejection rate of service requests in urban areas of
Hong Kong, in collaboration with the largest community transportation orga-
nizations in the area. The ridesharing option in their algorithm was based on
user tolerance of early pickup or late drop-off. The work focuses on the service
design and community based operations research in the area of accessible ser-
vices through their Dial-A-Ride (DAR). As a result of this study, the researchers
conclude that the route optimization is heavily dependent on the user tolerance
and decision, which makes the decision complexity very high. However, through
experimentation, they were able to prove with the major transportation organi-
zation that it is possible to serve more people without increasing the number of
vehicles being dispatched.

Yuan and Wang [9] provide a unique approach, that paper discusses the
integration of blockchain technologies for Intelligent Transportation Systems
(ITS). Within that work, a 7 layer architecture was developed. Systems (apps)
in use that are modeled by this architecture include La’zooz (a decentralized

2 https://www.bita.studio.

https://www.bita.studio
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ride-sharing company located in Israel)3, Arcade city4 and DACSEE5, both US
companies. Lastly, Luo et al. [15] explored technical concerns related to Online
Ride Hailing (ORH) services. The goal of their work was to achieve the privacy
preserving yet practical ORH systems by keeping the driver and rider locations
private by having the drivers encrypt their locations using ephemeral public key
from potential riders and send the ciphertexts to the ORH server.

5 Transportation Network Company (TNC) Pilot Studies

These companies are generally mobile app-enabled ride hailing services. In
over 63 countries and with a growing number of over 22,000 employees [16].
Since 2015, Uber has incorporated accessible transport for wheelchair passen-
gers through its UberWAV (Wheelchair Accessible Vehicle) program. Addition-
ally, Uber has since adopted Uber Assist as well, which is a program designed to
provide additional assistance to passengers who are seniors and persons with dis-
abilities. Both of these programs are only available in select cities. UberWAV is
available in four cities in the U.S., while Uber Assist is available in 40, worldwide.

In 2017 Lyft, a competing app-enabled ride-hailing company began to incor-
porate a medical transportation program to provide rides for patients from their
healthcare providers. The program is; Non-Emergency Medical Transportation
(NEMT) currently deployed in parts of Arizona, Texas, and Florida.

Throughout different parts of the U.S., paratransit agencies have piloted
collaborative programs with TNCs including; Uber, Lyft and curb. Below, we
provide some descriptions of the pilot programs.

In the U.S., in Boston, the Massachusetts Bay Transportation Authority
initiated a pilot program in 2018 that has been extended several times, lately
until March 31, 2020. The drivers of the TNC services (Uber, Lyft, Curb) do not
provide ADA complementary Paratransit Services, but they can accommodate
ADA approved passengers who do not require wheelchair accessible vehicles.

In another example, California’s Tri-delta transit launched a pilot program
pairing TNCs with ADA Paratransit in 2018. Both Uber and Lyft participated
in the pilot which was launched in 2018 to tackle the driver shortage and man-
age the high operational costs. As a result of this pilot, the agency cost per
trip was significantly reduced. Costs were estimated to have been reduced from
$30–$32 per ride to $8 [17]. That agency recently launched another pilot offering
$2 ride-hailing services linking households with transit services for all users [18].

6 Cyber Attacks

The number of connected heterogeneous devices in IoT systems make them espe-
cially vulnerable to cyber-attacks. Here, we highlight five types of attacks.

3 http://lazooz.org.
4 https://arcade.city.
5 https://dacsee.com.

http://lazooz.org
https://arcade.city
https://dacsee.com
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The first is the sybil attack. A sybil attack is a well-known cyber-attack that
involves the attacker creating multiple fake profiles to achieve an unreasonably
high user rating.

Another attack is an eclipse attack. These attacks are prominent in decen-
tralized networks. This attack involves the attacker isolating an entity to where
the victim cannot participate in the network at large.

The next attack is a malicious ledger which is essentially important within
our work as it will incorporate the use of cryptocurrencies and the management of
a ledger. In this attack, the user may wish to inquire information about another
entity by stealing the ledger.

Packet sniffing is another attack that compromises the system. The attacker
tries to sniff the networks that transactions travel through to retrieve or infer
private information about users.

Finally, a malicious client application is an attack where the operator may
attempt to develop a client application that could gain access to avoid informa-
tion.

Awareness of cyber-attacks is particularly important to this research because
we are hoping to develop robust, secure systems.

7 Prototype Design

In order to simulate the decentralized blockchain-based paratransit environment,
we use popular Ethereum blockchain tools. Ethereum blockchain is an open
source, public blockchain-based distributed computing platform that runs on
the Ethereum Virtual Machine (EVM) which executes opcodes.

7.1 Materials

The tools included in this project are Truffle suite and Ganache. Truffle is a devel-
opment environment, testing framework and asset pipeline for blockchain using
the EVM. Within Truffle, we use Ganache, a personal blockchain on Ethereum
to deploy contracts, develop applications and run tests.

Using these open source blockchain tools; Truffle and Ganache, we are able to
simulate the transactions between the nodes in the network. The nodes consist
of the various TNCs such as Uber and Lyft, taxi services and paratransit services
that we wish to incorporate on the network.

Figure 2 shows how the ecosystem will be managed. All of the entities on the
network are securely connected to each other in a decentralized environment.
The blockchain maintains the blocks and transaction ledger. The entities are
representative of the IoT devices which will be used to requests, accept and
pay for the transportation. These devices include; mobile phones and wearable
devices such as smart watches.
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Fig. 2. The ecosystem for blockchain-based IoT paratransit

7.2 Architecture

7.2.1 Frontend
The frontend of the prototype involves the use of HTML, CSS and JavaScript
to connect to the blockchain. The blockchain testing framework that is used is
in Ganache. Ganache is a test blockchain that allows us to access a personal
Ethereum blockchain to run, execute commands and inspect the state of the
blockchain. It can be used through the command line or the Graphical User
Interface (GUI).

Ganache, provides users with an account and the resources (Ether) to deploy
and process transactions between entities on the network. Ether is used to pay for
the computational resources needed to run an application or program. Ganache
connects via a Remote Procedure Call (RPC) server.

7.2.2 Backend
The backend of the implementation is in Ethereum. The transactions are collated
into blocks; blocks are chained together using a cryptographic hash as a means
of reference forming the blockchain. Each block has access to the information of
the previous blocks as well. The cryptographic hash function provides an extra
layer of security, assuring that each transaction is verified. Ethereum works on
the backend of decentralized applications. Through mining, each block on the
chain comes to a consensus to approve the newest block. This is a brute force
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process. Proof of stake and the proof of work are the two main algorithms used
in Ethereum blockchain.

Web3.js (see Fig. 3) is a collection of libraries which allow you to interact
with a local or remote Ethereum node, using a HTTP or IPC connection.

Fig. 3. Frontend and backend architecture of the prototype design

8 Smart Contracts

Smart contracts are secure transactions between two or more entities in a trust-
less environment. There are several programming languages for writing smart
contracts but, the most popular is Solidity. Other examples include: Golang,
Vyper, JavaScript and Simplicity.

Since we are dealing with large scale environments with a large number of
potential users, it is essential to incorporate smart contracts as the method
of transactional execution. The transactions within this network consist of the
requests, approval and payment of transportation service.

8.1 Nodes on the Network

8.1.1 Nodes
Within the network, the nodes represent the various vehicles in the ecosystem.
The vehicles will be paratransit vehicles, TNCs or taxi services.
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8.1.2 Mining/Miner
Miners are the peers on the blockchain. The role of the miner is to verify the
legitimacy of each block. The miners are responsible for the maintenance of the
decentralized ledger. The miner will run the block’s unique header metadata
through a hash function only changing the nonce value. If the hash matches
the target, then, the miner is awarded ether and broadcasts the block on the
network for each node to validate and add their own copy of the ledger. When the
proceeding miner finds the correct hash, the previous minor will stop the current
block and repeat the process for the next blocks. This process is computationally
intensive but, as a result, the miner will be rewarded.

8.1.3 Consensus Protocols
Consensus is best defined as a fault tolerant mechanism that is used in computer
and blockchain systems to achieve the necessary argument on a single data value
or a single state of the network among distributed processes or multi-agent sys-
tems [19]. Through the consensus protocols, the network remains secure and
each transaction is verified. Below, the most common protocols are defined:

a. Proof of Work (PoW) – Is the well-known protocol that is very time con-
suming, its execution time is about 15–30 transactions per second. Each node
must store the entire blockchain to verify transactions. This protocol is depen-
dent on computing power. Mining nodes have to complete a cryptographic
puzzle before they can post new blocks on the blockchain. The miners have to
predict the input of the cryptographic hash, such that the output is less than
the difficulty number. PoW protocol is modeled by the famous computing
problem, the byzantine general problem.

b. Proof of Stake (PoS) – This protocol was established after PoW as a more
energy efficient and secure consensus protocol. In contrast, PoS depends on
a nodes’ amount of ether (stake). Any node that wants to participate in the
creation of a new block must put down a deposit and join the pool of miners.
The miner with the largest stake has a greater chance of successfully mining
a new block. Within this protocol, if any miner is malicious they would lose
initial stake and privilege to be selected from the mining pool. There are two
selection algorithms: randomized and coin age selection, to select the miner
from the pool.

9 Discussion and Limitations

We believe that through the use of blockchain-based smart contracts, paratran-
sit services could be improved in several ways. Enabling new technologies will
allow for secure collaborations with TNC and taxi services, thereby proposing
a cost effective solution for transit agencies. But, there are several limitations.
These include: access to resources, initial costs associated with development
and deployment of blockchain, and the real-world implementations at transit
agencies.
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10 Conclusions and Future Work

In this work, we provided a proof of concept prototype design for a blockchain
based IoT paratransit system. We have outlined the importance of privacy when
incorporating TNC services with paratransit. Blockchain methods are one pos-
sible solution.

In our on-going work we are conducting in-depth semi-structured interviews
with representatives of Metropolitan Planning Organizations (MPOs) in South-
ern California, and conducting a survey of MPOs and transit agencies state-wide.
The survey was sent to over 180 such agencies. Some of these conduct paratransit
services, while others oversee these services in various ways.

The purpose of the surveys and interviews are to gain perspective on the
agencies and organizations willingness to adopt new technologies and to co-
operate with private transportation service providers.

In closing, paratransit operations pose challenges for users. These are chiefly,
inconvenient scheduling, long waiting times for appointments and for service
within those appointments, equipment miss-matches. The scope of our work is
to use emerging technologies to improve paratransit. Shifting users who do not
require wheelchair accessible vehicles to passenger cars, especially with same
day service, would lead to a vase reduction in passenger wait times, an increase
in passenger satisfaction, and reduction in agency costs with the caveat that
increased service would certainly lead to increased demand, which would then
raise agency costs. Through this work, we show how paratransit and TNC and
taxi services can be enabled through blockchain based smart contracts.
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Abstract. The purpose of this study is to emphasize the importance of
cyber security in hospitality industry. This study further identifies and
analyzes several common network threats and recommends useful secu-
rity practices and techniques to prevent cyber attacks in hotels. This
study is a rich source of information for Information Technology (IT)
directors and Chief Information Officers (CIO) to advance their policies
and procedures for security of electronic information in hotels using the
most recent and updated information available in the area of hospitality
industry. The methodology of this study is a unique combination of qual-
itative method and review method for an in-depth understanding of real-
life issues within the industry and the most recent technical and practical
solutions that hotels use to handle and solve these issues. The findings
of this study show that the techniques currently utilized by hotels to
prevent cyber attacks are mostly rudimentary and outdated. Further-
more, study indicates that most of the hotel staff lacks the knowledge
and expertise to handle potential threats and thus hospitality industry
becomes even more vulnerable to cyber threats and attacks. Finally, the
paper discusses some implications and recommendations to hotel’s policy
makers to help secure the hotels’ and guests’ information from security
attacks.

Keywords: Cyber security · Hospitality industry · Information
security

1 Introduction

Technology in hospitality industry is driven by the increasing transaction vol-
umes, complex reporting requirement, e-marketing [14], and international com-
munication needs. Information technology (IT) can improve almost all areas
of hospitality industry, such as guest services, reservations, food and beverage
management, sales, food service catering, maintenance, security, and hospitality
accounting. More recently, Internet of things (IoT) is shaping the future of hospi-
tality management industry by opening up new avenues for immediate, person-
alized, and localized services. For example, in-room IoT units like thermostats,
motion sensors, and ambient light sensors can be utilized to control the temper-
ature and lighting in hotel rooms based on room occupancy to minimize energy
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costs. Moreover, edge/fog computing can be utilized to provide location-based
services for the hospitality industry [10]. Although technology incorporation in
hospitality industry over recent years has transformed the way services are pro-
vided and received and has helped in improving guest experiences, it has also
given rise to various challenges among which ensuring the cyber security of these
incorporated technologies in the hospitality industry is of paramount significance
[8,11].

The use of technology in hospitality industry often requires gathering of guest
information and thus can lead to data breach and information loss. To prevent
against losses, organizations monitor their computer networks for a multitude of
security threats, such as computer-assisted fraud, espionage, sabotage, vandal-
ism, hacking, system failures, fire, and flood, etc. Since hospitality industry is a
consumer-centric business where consumer loyalty and trust directly translates to
revenue, hence to retain the public trust and to prevent copycat hackers to hack
into an organization’s computer systems, most of the hospitality organizations
try not to reveal the data breaches and cyber attacks against their computer
systems [4]. Thus, this paper mainly focuses on the review of cyber security
threats and risks faced by the hospitality industry, state-of-the-art tools and
techniques that can be employed by the hospitality industry to defend against
cyber attacks, and implications and recommendations for the hospitality indus-
try to help secure the hotels’ and guests’ information from security attacks.

1.1 Research Purpose and Research Questions

The purpose of this study is to emphasize the significance of cyber security
in hospitality industry by identifying and analyzing several common network
threats and recommending useful security practices and techniques related to
electronic information and network systems to prevent cyber attacks in hotels.
The following research questions were created to be answered based on the unique
methodology leveraged by this study:

1. What methods, tools and techniques are currently used in hotels regarding
computer network and information protection?

2. What are the current threats to computer network security in hotels?
3. What are the ways of handling security attacks in the hotel’s computer net-

works?
4. What is the importance of network security in hotels?
5. Which methods hotels leverage to secure their websites for data and financial

transactions?
6. What criteria hotels consider in making a strong password for their computer

networks and logins (computers and websites)?

The remainder of this paper is organized as follows. Section 2 provides an in-
depth review of cyber security issues in hospitality industry. Section 3 outlines
the methodology employed by this study to answer the research questions posed
by this study. Findings and results of this study are presented in Sect. 4. Section 5
concludes this study and provides recommendations for hospitality industry to
help secure hotels’ and customers’ data from potential security attacks.
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2 Background and Literature Review

This section discusses background and literature review related to cyber secu-
rity in hospitality industry. In particular, this section discusses common hard-
ware/software used in hospitality industry, information security tools and tech-
niques, cyber threats, risks, and challenges in hospitality industry, and cyber
attack prevention methods in hospitality industry. Figure 1 depicts an overview
of cyber security threats in hospitality industry and potential cyber attack pre-
vention methods that are discussed in this paper.

2.1 Hardware/Software Used in Hospitality Industry

IT is the science and technology of using computers and other electronics to
save and transmit information. Organizations that use IT need to tackle and
administer electronic information safely and securely. The organization’s admin-
istrative managers are responsible for the protection of the organization’s assets
and information [4]. Like other organizations, IT systems in hotels comprise of
both software and hardware. The basic software in a hotel includes the property
management system (PMS), point-of-sale system (POS), call accounting sys-
tem (CAS), and hotel accounting system. The basic hardware in a hotel include
front desk computers, POS terminals, back office computers, cameras, printers,
routers, switches, network cables, sensors and other IoT devices. The front and
back office computers, POS terminals, and printers are connected to routers and
switches with network cables that enable communication between these devices.
The hotel’s local area network (LAN) typically consists of devices within the
hotel’s premises. The hotel LAN is connected to other networks and the Inter-
net through routers. The firewalls protect the hotel network from outside attacks.
The hospitality industry uses the POS and PMS to manage reservations while
avoiding duplex reservations for the same date and time [5].

2.2 Information Security Tools and Techniques

Organizations using IT are vulnerable to various security threats and attacks.
The most common threats include viruses, inside attackers for network access,
laptop theft, spoofing, unauthorized insider access, unauthorized outside attack,
and denial of service attacks. Information security aims at maximizing the rev-
enue of organizations and investments by minimizing the damage that could be
caused by security attacks [13]. Most of the information security systems aim at
providing three main security services: confidentiality, integrity and availability.
Information security systems strive to protect valuable assets from disclosure or
damage. This protection can be attained through both technological and non-
technological methods, such as physical security of assets, user identification and
authentication, biometrics, and firewalls [4]. We define some of the information
security terminology, tools and techniques in the following:

1. Digital Identifiers (IDs) are the electronic counterparts of driver’s
licenses, passports, and membership cards. Digital IDs often include a username
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Fig. 1. Overview of cyber security threats for hospitality industry and potential cyber
attack prevention methods.

and a password. In asymmetric cryptography (a type of information security
system), a user/system possess a public key and a private key, which can serve
as IDs. Digital certificates are used in asymmetric cryptography to authenticate
public keys and IDs. A certificate binds the ID of a user/system to its pub-
lic key by providing a digital signature over the public key and the ID of the
user/system [12].

2. Intrusion Detection System is a system that analyzes the events hap-
pening in a computer system or a network to detect intrusions or attacks. An
intrusion can be defined as an effort to circumvent security services employed
by the system, such as confidentiality, integrity, and availability. Many times
intrusions from malicious actors are aimed at carrying out a denial of service
attack that makes the computer systems of an organization unavailable. Intru-
sions can be caused by various means: (i) attackers connecting to the systems
from the Internet or the outside networks; (ii) authorized users of the systems
who try to obtain additional privileges for which they are not authorized; and
(iii) authorized users who misuse and abuse the privileges given to them.

3. Physical Security refers to keeping the networking and computing equip-
ment of an organization in a secure physical environment [4].
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4. Firewall can be a hardware, a software or a combination of hardware and
software equipment to monitor the traffic between devices and/or two or more
computer networks. A hardware firewall is a physical device that is attached to
a network while software firewall is a software that is installed on devices (e.g.,
computers, tablets, phones, etc.) in a network to monitor the network traffic
flow. The firewall can also block particular malicious packets trying to enter or
leave a computer network.

5. Encryption is the process of hiding the information by making the infor-
mation transformed in a way that is impossible or very hard to understand.
Encryption mainly provides confidentiality security service. The aim of encryp-
tion is to keep the information secret from all but the authorized parties.

6. Biometrics is a technology of authenticating a user based on physical or
behavioral characteristics, such as finger prints, voice recognition, gait, and
retina or iris identification. Biometric technology is an effective method of iden-
tity verification. The biometric systems measure the physical characteristics of
an individual, and compare them with the recorded characteristics to verify the
user’s identity [1].

7. Access Control are techniques of restricting usage of system resources to
authorized users/processes. Access control typically comprises of authentication
and authorization.

8. Vulnerability Assessment Scan is a software that examines the system
for potential vulnerabilities and inform the system administrator of those vul-
nerabilities so that system can be safeguarded against those weaknesses [4].

2.3 Cyber Threats, Risks, and Challenges in Hospitality Industry

Cyber crimes have always been there since the introduction of computers, how-
ever, the nature of attacks and crimes varies as the technology evolves. Hacking,
technology theft, and frauds are the most common security attacks whereas
other security attacks are also possible [4]. Most of the hacking attacks are
aimed at obtaining confidential information (e.g., financial information of bank-
ing accounts, user accounts information) without authorization. Technology theft
occurs when an attacker consciously connects to a computer with intentions to
steal technological information. Theft of trade secrets happen when a person
or a business uses confidential trade information for (another) business without
authorization. Fraud transpires when an attacker consciously connects to a com-
puter with intentions of fraud or masquerades a legitimate user of the computer
system.

The appraised cost of cyber crimes is approximately $6 trillion per year on
average through 2021 [6]. Consequently, organizations are increasing their cyber
security budgets to mitigate potential data breaches. The average cost of a data
breach for an organization is in millions, however, this cost only accounts for
the direct cost of the data breach which is quantifiable. The true cost of data
breach for a business is much higher than this when outlook for a business and
collateral effects in the aftermath of a breach are considered.



Cyber Security Issues in Hospitality Industry 487

Although hospitality industry aspires to provide trust and comfort to guests,
achieving this is not easy anymore due to lots of potential threats that are aimed
at destroying the reputation of hotels as well as destroying the customer trust by
acquiring and abusing guests’ personal and financial information. Hoteliers must
know that these threats are always out there, and they need to take responsibility
for any data loss as they can prevent this data loss and breach from happening
by adopting effective preventing measures.

Data breaches in the world of business are consistent and remind the orga-
nizations the significance of incorporating cyber security tools and techniques
in their businesses to help prevent such incidents. Besides implementing cyber
security tools and techniques, it is imperative for hotel users and staff to have
fundamental knowledge about cyber security and practices. One of the most sig-
nificant factors that can prevent data from being breached or loss is to be careful
and conscious about what sources of information to trust and have some knowl-
edge about secure websites and emails versus not secure websites and emails.
For example, opening an unsecure website or clicking on the link within an
unsecure email can cause a big disaster for a hotel if the staff are not knowledge-
able enough in this regard. In addition, hackers and attackers are not only able
to abuse the computer system of the hotels by using different type of phishing
email, viruses, etc., but also, they are able to attack and take advantage of Wi-Fi
in the hotels [3]. Most of the hotels nowadays offer free Wi-Fi to their guests
and the guests can have access to the same network all over the hotel such as
lobby, convention center, dining room and other places within the hotel. If the
hotel Wi-Fi is not secure, which is the case for most of the contemporary hotels,
hackers can monitor the guests’ traffic on the Wi-Fi and use that to steal the
guests’ private information. Furthermore, by taking advantage of hotels’ Wi-
Fi, hackers can offer malicious “updates” for famous software such as Adobe
Reader or Flash Player so that the users would not hesitate to update their soft-
ware and then those updates contain malware that criminals use to get all the
usernames, passwords, or other important information from users’ computers or
smartphones. Interestingly, in most of the cases, the software programs that are
used by hackers and cyber criminals, are not new programs and can be even
decade old programs. However, due to negligence and ignorance of many hotels
and lack of system updates, even these old software programs can be utilized by
the hackers to acquire confidential information from the hotels [7].

Attackers can be from both inside and outside an organization. Especially in
hospitality and tourism industry where turnover rate is very high, the possibility
of inside attackers is higher in comparison to other industries. Consequently,
some organizations, such as Burger King Corporation, take measurements to
prevent inside attackers, and provide infrastructure to ensure only a single sign-
on by an employee. In this case, only one record needs to be expunged from the
system in case of an employee’s termination or resignation so that the former
employee will not have any access to the system [4].

There are so many ways that attackers can get into guests’ information, how-
ever, one of the most common ways that attackers use specifically in hospitality
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industry to breach data is “Fake Booking”, in which the attacker build and design
a website with the exact look and features of the main hotel’s website and use
the same name to pretend that it is the hotel’s legitimate website. Consequently,
many potential guests visit that phishing website and probably some of them
book their room through that fake website, thus revealing all their personal and
financial information to the attacker.

2.4 Cyber Attack Prevention Methods in Hospitality Industry

It is to be noted that none of the security software, antiviruses, and other tools
can 100% guarantee to prevent hotels and any other business from cyber attacks,
however, hotels must implement the most effective and updated tools and tech-
niques to secure their information as much as possible. In general, hotels can
divide the process of securing their information into three phases: prepare and
protect, defend and detect, respond and recover.

One of the tools to prevent data breach attacks that hotels can take advan-
tage of is web application firewall (WAF). WAF is different from regular firewall
(discussed in Sect. 2.2) in that a WAF is able to filter the content of specific web
applications and thus help preventing attacks originating from web application
security flaws, such as SQL injections, buffer overflow, and security misconfigu-
rations. WAF solutions are also useful to detect and prevent data theft because
in case of attackers targeting credit card database, the WAF solutions can detect
and block the database.

Another way to secure data in hotels is by employing digital certificates
(Sect. 2.2). Digital certificates bind a message to the owner/generator of the mes-
sage and help provide non-repudiation security service. In hospitality industry,
digital certificates can help prevent frauds from customers or hotel/restaurant
owners as false claims from either can be legally challenged and the truth be
established by using digital certificates. The use of digital certificates by hotels
for their websites ensure the authenticity of their websites to the customers.

Cyber security insurance can provide hotels another way to secure themselves
and customers’ information as well as cover their losses in the case of data breach.
According to Butler [2], cyber security insurance must be a consideration for any
hotel owners. Hotel owners must know that data breaches and cyber claims are
not included in general liabilities policy, which makes it even more important
for hotel owners to think about and acquire cyber insurance to cover any claims
in case of a cyber attack. Cyber security insurers will cover both first and third
party in the case of cyber attack and data loses. The third party can be both
customers and government or any regulatory agencies.

3 Methodology

This paper takes advantage of two research methodologies to emphasize the
importance of cyber security in hospitality industry. One of the methodologies is
an in-depth review of all academic and professional articles available in the area
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of hospitality cyber security. The authors have summarized in Sect. 2 the most
important findings and issues related to cyber security and threats for hospitality
industry in this paper. The other methodology was qualitative in nature and
the authors interviewed thirty hospitality professionals, academicians and hotel
guests. Among thirty interviewees, three of them were hospitality professors who
teach “Hotel IT”, seven of them were hotel managers from different size hotels,
ten of them were hotel staff (front desk clerks) and ten of them were hotel guests.
Each interview took an average of ten minutes (about five minutes with guests
and fifteen minutes with staff and managers). The questions that were asked
from managers and professors were very similar to the research questions of this
paper and the questions that were asked from hotel staff and guests were mostly
basic questions about computer, email and website security.

4 Findings and Results

The findings and results of this study after interview with the front desk employ-
ees, guests, managers and professors indicate that many hotels use rudimentary
tools/software such as antiviruses to prevent data breach and data loss. It was
shocking to learn that many medium- to small-size hotels do not have an IT
manager or dedicated computer security professional. Even some of those hotels
do not have any contract with any IT company for handling cyber security
issues. When computer-related problems are faced by these hotels, they call ran-
dom IT professionals from different companies to fix their computers’ problems
which can be a big security risk to the hotel as that random IT person can be a
potential threat to the hotel computer system and network.

Two of the managers interviewed for this study confessed that they have
experienced data breach in last five years and one of them mentioned that the
attacker was likely a former employee who had some personal problem with
the IT manager, and he wanted to take revenge in this way. Unfortunately,
due to sensitivity of the topic, both managers refused to explain the extent
of data breach. Furthermore, except a couple of hotel staff members, majority
of the hotels’ staff mentioned that they have not received any suspicious or
unsecure email in which the sender asked them to click on some random link
to get their information. Indeed, most of the hotel staff and most of the hotels’
guest that were interviewed did not have much knowledge about cyber security.
During the interview with one of the guests, the guest mentioned that she had
an experience of getting her data breached through a hotel network system. The
guest indicated that she was a loyalty-program member of that specific hotel and
observed some abnormal transactions in her credit card and later on the data
breach of the hotel went viral. One of the other hotels’ guest talked about his
experience of “Fake Booking”. He said that he booked a hotel room online from
a known hotel brand and when he went to the hotel, the front desk staff was not
able to find his reservation. He then showed his printed reservation confirmation
upon which the hotel staff recognized that the website name was misspelled and
the website was not the legitimate hotel website. While asking about hotels’
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Wi-Fi, unfortunately most of the guests mentioned that they use the hotels’
Wi-Fi, which is often unsecure and is very vulnerable to security attacks. Hence,
the sensitive information entered by guests, such as bank account details or
user name and passwords for different accounts, over the hotels’ unsecure Wi-Fi
network is susceptible to theft by hackers. The authors suggest the guests to use
a virtual private network (VPN) when using hotels’ Wi-Fi and entering their
personal information on websites they visit during their stay.

During interview with managers and staff, the focus of conversation was on
training as managers informed that there is no formal training in place for staff
regarding cyber security and data privacy. One of the managers complained
about the high turnover rate in hospitality industry and he mentioned that due
to this turnover issue, it might not be cost-effective to train the staff about
these “marginal” issues. It was shocking to hear that word from a manager who
should know best about the loss his hotel may experience due to data breach,
and which can be many times more than the cost of training staff regarding data
security and privacy. During our discussion with professors, professors pointed
out theoretical aspects of cyber security as they did not have practical experience
in the area, however, they provided useful suggestions that hoteliers can use to
provide better security and privacy. We have covered some of these suggestions
in this paper.

Overall, findings have shown that lack of knowledge and carelessness is the
most observable issue of the hospitality industry staff (managers and front desk
clerks) and majority of guests. Another finding was lack of training for employees
and lack of usage of strong tools and techniques to secure hotel computer systems
and network. Lack of IT experts in hotels was another finding of this paper
which has a direct relationship with vulnerability of hotels for data breaches.
Finally, failing to update the hotel software on regular basis, not changing the
passwords periodically, and not creating strong passwords were some of the other
important findings of this paper that indicated the vulnerability of hotels to
security attacks.

5 Conclusion, Implications, and Recommendations

This study aims at emphasizing the importance of cyber security for hospitality
industry. The study discusses the tools and techniques that can help prevent
cyber attacks in hospitality industry. Findings and results from this study reveal
some of the main causes that create security vulnerabilities for the hospitality
industry, however, due to sensitivity and confidentiality of the topic, certainly
the authors are not able to figure out many other factors during the interviews
that may affect information security of hotels.

After reviewing many academic and professional resources, we summarize
that there are five major risks and challenges that hotels have faced so far. As
noted by Hiller [9], these five challenges are:

1. Identity theft leading to credit card fraud has caused many data breaches and
information stealing from hotel’s network systems.
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2. Silent invasions are cyber-crime attacks that employ powerful tactics such as
social engineering (e.g., phishing) and recently advanced persistence threats
(APTs) that bypass the defenses that are in place by hotels.

3. Unfortunately majority of the hotels have either no security audit or longer
security audit cycles that put the investors and the guests at high risk for
security attacks.

4. Physical crimes like terrorism that put the hotels at risk.
5. Loss of competitive advantage and negative outlook that is experienced by

hotels after cyber security attacks.

In general, cyber attacks can occur in any of the following three forms:

1. The intruder may obtain unauthorized access to the network.
2. The intruder may destroy, otherwise corrupt or alter the data.
3. The intruder may acquire fake permission for system user and then implement

some malicious procedures to fail, hang, or reboot the system.

There are many implications and recommendations available for users in
hospitality industry to take advantage of, however, in this paper, we present a
few important ones.

Checking a website domain and secure socket layer (SSL) certification of
websites plays a significant role in Internet era and users must be very careful in
entering their personal and financial information on websites. We suggest a few
tips and advices for hotel customers while traveling and especially during the
hotel stay. We suggest customers to: (i) not use online banking on public comput-
ers and public Wi-Fi, (ii) not access email inbox when traveling and connected to
an unsecure Wi-Fi, (iii) prevent computer or smartphone from automatic connec-
tion to unknown Wi-Fi networks, (iv) use remote desktop applications instead
of saving sensitive information on the laptop or smartphone when traveling, and
(v) utilize a VPN network for browsing and entering personal information on
websites when connected to an unsecure Wi-Fi network.

Research has shown that hotels which have loyalty programs are more vul-
nerable to security attacks because attackers know that these hotels have access
to more consumer data as compared to those hotels that do not have this pro-
gram. Thus, the information of guests and customers of hospitality industry who
are the member of these loyalty programs is more vulnerable. Managers of those
hotels can take a few measures to protect the information and data of loyal
customers:

1. Giving the customers information about the possibility of being hacked by
cyber attackers and advise/notify them to regularly change their passwords.
Further, managers can inform the customers to avoid using the same password
for several websites. Also customers can be informed to check and monitor
their account activity more often. Managers can also reward customers for
being security cautious.

2. Sending the customers an automatic email and notification in case of password
change or login to their account so that in case if they have not logged in to



492 N. Shabani and A. Munir

their account or change the password, they can immediately be aware of
potential abuse and report it.

3. Empowering the system to employ two-factor authentication so that for log-
ging into accounts, in addition to providing user name and passwords, guests
would also be required to submit the security code that they will receive on
the same email address or phone number that they provided while singing
up for the account. Hence, in case of attempted masquerade attacks, a cyber
attacker will not be able to access the account if they are not in possession
of the email account or the phone (number) that the account was registered
with as the attacker will not be able to acquire the passcode sent by the
authentication system.

There exist a variety of tools and techniques available to scan the vulnera-
bility of the computer system and network. The hotels can utilize these tools
and techniques depending on the affordability to protect data and personal
information of guests. Furthermore, it is advised that each hotel should have
a contract with an IT company or a dedicated IT manager whom the hotel
trusts so that the hotel computer systems and networks are security audited
on a regular basis. Additionally, hotels should dictate internal regulations and
policies for the hotel’s employees regarding cyber security and computer network
usage. The hotels should also have a cyber security training program in place
for those employees whose job is computer related and are tasked with handling
emails and social media. Furthermore, hotels must have a secure and certified
website that leverages extended validation or at least domain validation, so that
the guests be able to book the rooms or amenities provided by the hotel online
without having concern of being hacked or abused. Finally, the hotels should
acquire a cyber insurance so that the insurance covers the loss and liabilities in
case the hotel experiences a data breach or cyber attack.
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Abstract. The growing interest for keyless encryption calls for new
cryptographic solutions with real keyless schemes. This paper introduces
an extended protocol using keyless encryption, which is hash-based and
generic in cryptography. The sender side and the receiver side will be
contained in the protocol. The sender will encrypt a plaintext and then
send the cipher to the receiver side, and the cipher used in the pro-
tocol will be based on memristor arrays. We will use values of blocks
of the plaintext to sort the cipher, which will improve the difficulty of
being deciphered. Then, the receiver will receive the cipher and use it
to decrypt the plaintext. The method of implementation is thoroughly
detailed in this paper, and the security of the protocol is evaluated by
testing random plaintexts thousands of times.

Keywords: Security and privacy · Keyless cryptography · Security
protocol for encryption · Security evaluation

1 Introduction

For a long time, most of the traditional cryptography uses keys to encrypt the
messages. But in recent years, the interest of encryption without using the keys
is growing very fast. The reason for choosing keyless encryption topic is that
the key generation, key distribution, and key storage in key cryptography are
incredibly complex. Also, there are many issues with the keys that can help a
hacker to extract the key such as the attack based on differential power analysis.
This kind of attack is practical and non-invasive; the information will be leaked
through hackers analyzing power consumption to extract secret keys from a wide
range of devices [11]. Also, there is another reason that can motivate researchers
to pay attention to the keyless encryption, which is to make protection for the
network of internet of things (IoTs). Because the IoTs have a limitation of power
and memory, the long-secret keys and some strong cryptographic schemes are
hard to be implemented [1,13]. The keyless encryption has been considered one
of the best cryptographic methods for protecting IoTs [7].
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A keyless protocol was invented at Northern Arizona University (NAU) cyber
security lab and named as “Memristors to Design Keyless Encrypting Devices”.
This protocol is based on keyless encrypting devices with arrays of memristors,
which convert the message to encrypt into the modulation of the currents driving
the cells at low power. It has used the multifactor of security such as the random
number generator, password, hash functions and memristor arrays as shown in
Fig. 1 [5].

Fig. 1. Keyless encryption schemes with memristor [5]

Figure 1 shows all the protocol steps, which are the following: first, the hand-
shake is generated between the sender side and the receiver side. Second, each
party will XOR the password (PW) with a random number (RN), and the result
of the XOR will be fed to the hash function to get message digest (MD). The
MD will be divided into three parts: addresses, orders, and currents. The third
step is to do the encryption. The encryption step has two other steps: (a) the
plaintext will be divided into several blocks; (b) each block will be combined with
resistance value which comes from “images” of the memristors. Both address and
current will point to the cell (resistance value), which will be picked to combine
with the block that comes from the plaintext, whereas the orders will help to
reorder the cipher.

NAU cybersecurity lab has developed Physical Unclonable Functions (PUFs)
from ReRAM array memristors. The PUF is generated via the injection of low
currents in cells of memristor arrays, and it will give new variable resistances
each time different low currents are injected. These different values of resistances
have been exploited to design PUFs. In this paper, the extended keyless protocol
based on the protocol in “Memristors to Design Keyless Encrypting Devices” will
be designed the same as the architectures of Fig. 1 except the orders [5]. Instead
of getting the orders from the MD, they will be provided from the plaintext itself.
This extended protocol is designed to perform encryption and decryption in a
safe method. The paper explains how to design it from the software perspective.

2 Environmental Setup

The protocol contains the sender side and the receiver side. The sender side
will encrypt a message and then send the cipher and masks to the receiver side.
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Then, the receiver side will use the information received to restore the same mes-
sage. It is a complicated process that our team has written it in C++ language.

Fig. 2. Receiver side and sender side in protocol

First, we want to use Fig. 2 to introduce the basic environment for building
this protocol. As shown in Fig. 2, both the sender side and the receiver side share
the same random number (RN) which is a 64-byte long binary stream that came
from our random number generator function [4,6]. The RN is public which means
everyone can access it. At the same time, the sender side also generates a 64-
byte long password (PW) which is also in binary representation, and it will
be sent to the receiver side in a secure environment. “Secure” means only two
sides can access it. In network system, using https requests and encrypting and
transmitting with RSA is a good option.

The cybersecurity lab at NAU provided a table of resistances, which contains
experimental data generated from 128 ReRAM cells measured with negative bias
between 100 nA and 800 nA in the 0 ◦C to 60 ◦C temperature range [3,5]. This
data has been saved as a CSV file and sent to our team, and both sides in
the protocol will read the file and use this table as a two-dimensional array,
which contains 128 rows and 8 columns. We will call it the resistance table for
simplicity. In sum, the sender side and the receiver side will have the same RN,
PW, and resistance table (RT). There are a few emerging themes between RN
and PW. They are both 64 bytes long and in binary form. The only difference
between them is that the RN is public, but the PW is private.

Then, the sender side will combine the RN and the PW using the Exclusive
or (XOR) operation and will get a binary stream (64 bytes). The protocol chose
XOR because other people cannot get any bit of the original message bytes. For
example, every time the sender side sees a ‘1’ in the encrypted byte, that ‘1’
could have been generated from a ‘0’ or a ‘1’. The same thing with a ‘0’, it could
come from both ‘0’ or ‘1’. Therefore, not a single bit is leaked from the original
message byte after using XOR logical operation [8]; this will greatly improve the
level of security. After that, the sender side will use the SHA3-512 (Secure Hash
Algorithm 3) function to generate a short message digest (SMD), which is 64
bytes (512 bits) long [2]. This procedure is shown in Fig. 3.
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Fig. 3. How to generate SMD and MD.

After getting the SMD, the sender side will try to extend it because the
length of the message digest decides how many characters can be encrypted in
the protocol. To do it, the first n bits of SMD will be rotated, each time the
output of rotation is going to feed the SHA3-512 Hash Function to obtain a new
SMD, and finally all SMDs will be combined to get a longer message digest. In
software implementation, the sender side will rotate the first 16 bits and then
obtain 16 different SMDs. Finally, those 16 SMDs will create the longest message
digest (MD), which will be 512 * 16 = 8192 bits.

3 Encryption

After obtaining 8192-bits MD, it’s time to do the encryption in sender side. The
first step in encryption architecture is shown in Fig. 4.

At first, the MD will be divided into n blocks; each block contains “address”
and “current;” the address size is 7 bits, and the current size is 3 bits. The
decimal value of 7 bits will be from 0 to 127, whereas the decimal value of 3 bits
will be from 0 to 7. As a result, the decimal values of address (Ai) and decimal
values of current (Cj) are used to determine the position (RTij) in the resistance
table. As we mentioned earlier, the resistance table (RT) is a Two-Dimensional
array and it has 128 rows and 8 columns; there are a total of 1024 data. The
decimal value of address array (0–127) Ai will decide on the row in the resistance
table, and the decimal value of current array (0–7) Cj will decide on the column
in the table. These two indices will determine the exact resistance RTij .
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Fig. 4. Encryption part1

Since it is a protocol for encryption and decryption, it is natural to have infor-
mation that needs to be encrypted. The operation for encrypting information is
shown in Fig. 5.

Fig. 5. Encryption part2

As shown, the sender side will be allowed to enter a plaintext (PT) that needs
to be encrypted, and the PT will be divided into blocks by using the ASCII table
[10]. This is shown on the right side of Fig. 5. For example, if a user enters “hello”
as the PT, it will be converted into its hexadecimal representation at first which
are 0x68 (h), 0x65 (e), 0x6c (l), 0x6c (l), 0x6f (o). Then it will be divided into
5× 2 = 10 blocks. Each block contains 4 bits. If the hexadecimal notation “0x6”
represents 1 byte (8 bits), then there are two blocks for this character, and ‘6’
and ‘8’ will be decimal values for each block. After getting the corresponding
blocks, decimal values of each block obtained from PT will be shown in Fig. 6:
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Fig. 6. Decimal values of each block extracted from PT

These values are also considered to be orders in the protocol, they will be
used to sort the cipher. The sender side will also use an “order mask” (OM)
to record these values because they will be used in the decryption process. The
sender side will create an array with 16 positions (the index is from 0 to 15) to
record how many times each value appears. In the above example, number ‘5’
appears one time, number ‘6’ appears five times, number ‘8’ appears one time,
number ‘12’ appears two times, and number ‘15’ appears one time. The result
of this array should look like in Table 1. The values in the right column will be
contained in the OM.

Table 1. Order mask, values are on the right

0 => 0

1 => 0

2 => 0

3 => 0

4 => 0

5 => 1

6 => 5

7 => 0

8 => 1

9 => 0

10 => 0

11 => 0

12 => 2

13 => 0

14 => 0

15 => 1

In short, we have introduced how to get resistances from RT by using Ai and
Cj . These resistances will be seen as ciphers directly, and decimal value of PT
blocks is known as order, which will be used for sorting these ciphers. Also the
number of blocks extracted from PT will decide the number of ciphers. Such as
in the example whose PT is “hello;” it has a total of 10 blocks, so the sender
side will extract ten values from RT as well.
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Then the sender side will decide which ten values in RT will be used as
ciphers. Figure 5 explains this process. First, the sender side will extract ten
values from the RT by using decimal values of “address” and “current”, which
are extracted from blocks of MD. A0 and C0 will give us RT0,0, A1 and C1 will
provide RT1,1, and so on, until the A9 and C9 will give us RT9,9. The subscripts
of A and C represent which block they are using from MD; in this step, the sender
reads from the first block of MD (subscript is 0). From now on, we will use R[i]
to represent RTi,i for simplicity. The ten values R[0] to R[9] are candidates for
the cipher.

In the process of getting R[i] from Ai and Ci, the protocol will create another
mask which is the “resistance mask” (RM) that will be responsible for recording
which position in R[i] array contains the same resistance. The RM will only
consist of either 0’s or 1’s. ‘0’ means the value in R[i] array corresponding to
this position (0’s position in RM) is unique, and ‘1’ means the value in R[i]
corresponding to this position (1’s position in RM) is repeated. The protocol
will avoid repeated resistances as ciphers. So, the sender side will check and
delete the same value in R[i] array and push ‘1’ to RM to label this position. To
illustrate, let’s use the example. If the characters in PT are “hello;” and from
R[0] to R[9], the value of R[8] is the same as the value of R[0], the sender side
will use ‘1’ to represent this repeated condition in RM. Table 2 below illustrates
this step.

Table 2. Resistance mask, and R[8] is the same as R[0]

R[i] R[0] R[1] R[2] R[3] R[4]

RM 0 0 0 0 0

R[i] R[5] R[6] R[7] R[8] R[9]

RM 0 0 0 1 0

When sender side finds that R[8] is equal to R[0], it will use ‘1’ for this position
in RM and will not use R[8] as a candidate cipher. After discarding R[8], the
sender side will have a total of 9 candidates whose values are all unique; these
nine values are the cipher to be sent by the sender side. But that is not enough;
the protocol needs ten ciphers since the PT has been divided into ten blocks.
As a result, the sender side will read one more value R[10] from the RT, which
is got through A10 and C10. Then the sender will check if R[10] is different from
R[0] to R[9]. If so, the sender side will use R[10] as the 10th cipher and use ‘0’
to label this position in RM. The result after this operation is shown in Table 3.

In addition, the length of the RM is not fixed. In Table 3, only R[8] and R[0]
are repeated, so the sender side used ‘1’ to represent that and then read a new
value from the RM as a new cipher. Then the 10 values R[0] to R[10] (R[8]
is dropped) will be included in our transit cipher (C

′
). Table 4 illustrates this

example:
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Table 3. Read a new value R[10] from RT

R[0] R[1] R[2] R[3] R[4]

RM 0 0 0 0 0

R[5] R[6] R[7] R[8] R[9] R[10]

RM 0 0 0 1 0 0

Table 4. Build transit cipher C
′

from R[0] to R[10]

R[0] R[1] R[2] R[3] R[4]

Transit Cipher C
′

C
′
0 C

′
1 C

′
2 C

′
3 C

′
4

R[5] R[6] R[7] R[9] R[10]

Transit Cipher C
′

C
′
5 C

′
6 C

′
7 C

′
8 C

′
9

But there is the possibility that the new value R[10] is also repeated with
other values from R[0] to R[9] which needs to use another ‘1’ in the RM, and
then read a new value R[11] from the RT. In this case, the length of the RM will
be 12. The length of the cipher will be still 10, which means the length of the
RM may change, but the length of the cipher is fixed, only depending on the
number of blocks of PT. Also, the sender side has got 10 decimal values from
blocks of PT; the sender side will call these values “order” (Od) because it will
use these values to sort C

′
. The Od and C

′
are shown in Table 5. The values of

Od used here are from Fig. 6.

Table 5. Table contains order and transit cipher

Od 6 8 6 5 6

Transit Cipher C
′

C
′
0 C

′
1 C

′
2 C

′
3 C

′
4

Od 12 6 12 6 15

Transit Cipher C
′

C
′
5 C

′
6 C

′
7 C

′
8 C

′
9

The next step is to sort C
′

according to Od and then get the final cipher
(FC). Figure 7 illustrates it.

As shown, the protocol will sort the transit cipher in the ascending order
according to the values in Od array. For example, number ‘5’ is the smallest in
Od array, and the transit cipher corresponding to ‘5’ is C

′
3. So C

′
3 will be in

the first position in the final cipher FC. Then, number ‘15’ in Od array is the
largest value, so the value C

′
9 corresponding to it should be in the last position

of FC. Finally, after sorting the C
′
based on Od array, the result will be shown

in Table 6.
So far, we have got the final cipher FC, the resistance mask RM, and the

order mask OM. To implement decryption on another side, they all need to be
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Fig. 7. How to get final cipher (FC)

Table 6. Final Cipher in correct order

Od 5 6 6 6 6

Final Cipher FC FC0 = C
′
3 FC1 = C

′
0 FC2 = C

′
2 FC3 = C

′
4 FC4 = C

′
6

Od 6 8 12 12 15

Final Cipher FC FC5 = C
′
8 FC6 = C

′
1 FC7 = C

′
5 FC8 = C

′
7 FC9 = C

′
9

sent to that side. FC can be sent directly and safely, but it is not safe to send
two masks in the same way without any protection.

The protocol will implement XOR (Exclusive or) operation on these two
masks and half of MD separately in order to ensure the safe transmission of
information. This step is shown in Fig. 8.

Fig. 8. Encryption part3

The protocol uses XOR function here because XOR is an involutary function,
which means if the protocol applies XOR twice, it can get the original RM and
OM back during decryption [12]. For RM, the protocol will use it to perform
XOR operation with the first half of MD, and OM uses the second half of MD to
perform XOR operation. After that, “Mask1” and “Mask2” will be generated,
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which are both 512 bytes long. “Mask1” and “Mask2” are different from the two
initial masks OM and RM. But RM and OM are shorter than half of MD, so
when doing XOR operation, the system will automatically fill in some bytes at
the end of these two masks to let them have 512 bytes. Finally, “Mask1” and
“Mask2” will be sent to another side. That is all for encryption.

4 Decryption

Upon receiving “Mask1”, “Mask2”, and FC, the receiver side will use this infor-
mation to restore the same PT generated in encryption. In environmental setup
section, we have mentioned that the RN and PW will be known by both sides.
So, the receiver side can get the same MD by doing the same operation that
the sender side have done with encryption. And the “Mask1” and “Mask2” are
both obtained by doing XOR operation with half of MD. XOR is an involutory
function. If the protocol applies XOR twice, it will get the original thing back.
Figure 9 illustrates that the receiver side can retrieve the RM and OM back by
implementing XOR operation with MD again.

Fig. 9. Retrieving OM and RM

In Fig. 9, after the XOR operation is performed on the “Mask1” and the first
half of MD, the receiver side will get the RM back. The problem here is that
the receiver side does not know which part in the RM is for regulating ciphers.
Taking the previous example whose PT is “hello,” the actual length of RM is 11,
but after the XOR operation in encryption, its length becomes 512 bytes. So,
the receiver side gets a 512-byte RM, and does not know which part is useful.

The receiver side will use another method to solve this problem. Because
both sides have the same MD and share the same Ai and Cj , A0 and C0 will
provide R[0] on both sides, A1 and C1 will provide R[1] on both sides and so
on. As some unique R[i]’s will be used as C

′
directly, then FC will be generated

based on sorting C
′
. Table 7 shows the relationship between C

′
and FC.

As a result, if the R[i] is contained in C
′
, it must also be found in FC. The

receiver side will loop from A0 and C0 and get its corresponding R[0] from the
RT, and then check if R[0] appears in FC. If so, it will continue to search until
an R[m] value is not found in FC, it will stop searching, and elements from R[0]
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Table 7. Relationship between FC and C
′

C
′

C
′
3 C

′
0 C

′
2 C

′
4 C

′
6

FC FC0 = C
′
3 FC1 = C

′
0 FC2 = C

′
2 FC3 = C

′
4 FC4 = C

′
6

C
′

C
′
8 C

′
1 C

′
5 C

′
7 C

′
9

FC FC5 = C
′
8 FC6 = C

′
1 FC7 = C

′
5 FC8 = C

′
7 FC9 = C

′
9

to R[m−1] must be C
′
’s elements. Next, the receiver side will count how many

elements are there from R[0] to R[m−1], and the result will give the receiver side
the useful part in the RM. This useful part will be named ERM. The receiver
will use ERM to get C

′
. Using the same example whose PT is “hello”, the ERM

obtained above is shown in Table 8.

Table 8. ERM Table

0 0 0 0 0 0 0 0 1 0 0

And R[i] got from the RT will be shown in Table 9:

Table 9. Resistances from RT

A0, C0 → R[0] A1, C1 → R[1] A2, C2 → R[2] A3, C3 → R[3] A4, C4→ R[4]

A5, C5 → R[5] A6, C6 → R[6] A7, C7 → R[7] A8, C8 → R[8] A9, C9 → R[9]

A10, C10 → R[10] A11, C11 → R[11] A12, C12 → R[12] . . . . . .

There will be a lot of resistances extracted from the RT, but since the length
of the ERM is 11, the receiver side will only use 11 values from R[0] to R[10].
The value in the ERM determines which R in Table 9 can be used as C

′
. For

example, the corresponding value of R[0] is ‘0’ in Table 8, so R[0] will be pushed
to C

′
. But if the corresponding value is ‘1’ that value will be discarded such

as R[8]. Then other values from R[0] to R[10] will become elements of C
′
. The

C
′
the receiver side gets here is the same as the previous one when encrypting.

Figure 10 provides a summary of the above steps.
After getting FC and C

′
, the receiver side will get the OM by doing XOR

operation on “Mask2” and second half of MD. The first 16 values in the output
are useful and should be same as the right side in Table 10.

In Table 10, see following page, the numbers on the left side are indices, and
the numbers on the right side are the content really included in the OM. For
example, “5 => 1” means number ‘5’ appears one time, “6 => 5” means number
‘6’ appears 5 times, until “15 => 1” means number ‘15’ appears one time. The
result in Table 11 turns the number of occurrences into actual numbers. Because
number ‘6’ appears five times, there will be five 6’s in the table.
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Fig. 10. Decryption part1

Table 10. Order mask, values are on the right

0 => 0

1 => 0

2 => 0

3 => 0

4 => 0

5 => 1

6 => 5

7 => 0

8 => 1

9 => 0

10 => 0

11 => 0

12 => 2

13 => 0

14 => 0

15 => 1

Table 11. Random order array RO

5 6 6 6 6

6 8 12 12 15



506 Y. Zhu et al.

The receiver side thinks of it as an array with 10 elements, and we will call
it RO, which means “random order”. The reason is, compared with Table 5, the
elements in RO array are same as the elements in Od array but in a different
order. If the receiver side wants to get a correct PT, it has to turn it into the
correct order. The plan implemented is shown in Fig. 11.

The receiver side will make a pair of C
′
and RO as described in Fig. 11. And

then it will find each value of C
′
in this pair and get its corresponding ROi. The

example is shown in Table 12. Numbers in the “Corresponding RO in the Pair”
row are the same as the numbers in Od array, and they are in the same order.

Fig. 11. Decryption part2

Table 12. Get correct Od array by searching C
′

in the Pair

(FC, RO) Pair (FC0, 5) (FC1, 6) (FC2, 6) (FC3, 6) (FC4, 6)

Relationship between FC and C
′

FC0 = C
′
3 FC1 = C

′
0 FC2 = C

′
2 FC3 = C

′
4 FC4 = C

′
6

(FC, RO) Pair (FC5, 6) (FC6, 8) (FC7, 12) (FC8, 12) (FC9, 15)

Relationship between FC and C
′

FC5 = C
′
8 FC6 = C

′
1 FC7 = C

′
5 FC8 = C

′
7 FC9 = C

′
9

Transit Cipher C
′

C
′
0 C

′
1 C

′
2 C

′
3 C

′
4

Corresponding RO in the Pair 6 8 6 5 6

Transit Cipher C
′

C
′
5 C

′
6 C

′
7 C

′
8 C

′
9

Corresponding RO in the Pair 12 6 12 6 15

So far, the receiver side has got Od array back. Every two values in Od array
represent one character and can be converted into their corresponding character
through ASCII table. For example, the first two numbers in Od are ‘6’ and ‘8’,
then the receiver will combine them into hexadecimal notation, which is “0x68”.
The character corresponding to “0x68” in ASCII table is ‘h’. Finally, the receiver
side will convert the ten numbers in RO array into five characters and get the
original PT - “hello”. That is all for decryption.
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5 Security Evaluation

It is important that other people cannot retrieve cipher values by observing cell
usage in RT. So, in this section, we discuss and verify the security of the protocol
by measuring cell usage. We have introduced that ciphers came from the RT
directly, where the RT is a two-dimensional array with 128 rows and 8 columns,
a total of 1,024 cells. The protocol uses addresses and currents which are obtained
from MD to determine specific cell from RT. Then these cell values will be treated
as cipher after sorting. The problem is that if we encrypt different messages,
the values extracted from the RT each time are the same, which means that
ciphers used are almost the same every time. Hackers can decipher information
by observing cipher usage. But if every data in the RT has the opportunity
to be used, the ciphers generated during encryption will be different, which will
increase the difficulty of cracking our message. So, we will measure the cell usage
in the form of a statistical chart below [9].

Figure 12 is the Scatter graph after doing encryption and decryption 1,000
times with 140 random characters. 140 characters is the maximum value that
the protocol can implement encryption and decryption in the case where the MD
length is 8,192 bits. We want to test the performance of the protocol in extreme
states. There are 128 rows and 8 columns in the RT, which constitute a total of
1,024 cells. In Fig. 12, the horizontal axis represents the row number, the vertical
axis represents the number of times used, and the points with eight different
colors represent the column number. So, Fig. 12 shows how many times each cell
is used. As Fig. 12 demonstrates, each cell has been called approximately 520
times, which means each cell has been used a similar number of times without
the extremely unsafe situation where some cells have been used tens of thousands
of times, and some have been used only a few times.

Fig. 12. Scatter graph for each cell in RT, 1,000 times, 140 characters

Figure 13 is similar to Fig. 12, but it does not show the usage for each cell. It
shows the usage of each row. From Fig. 12, we can see that each cell is used about
520 times, and there are 8 cells in a row, so it is expected that the number of uses
per row should be around 4,160. The data in Fig. 13 confirms our expectations.
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In order to get more accurate results, we performed more tests. As shown in
Fig. 14 and 15 below, we used 140 random letters for encryption and decryption
10,000 times.

The data in Fig. 14 has the similar meaning as in Fig. 12, the only difference
is the number of tests. Under 10,000 tests, we can see that most cells are used
around 5,000 times, and the smallest value in the graph is still greater than
4,900. There is no case where the cell is not used or is rarely used.

Then, in Fig. 15, the data reflects the number of times each row is called.
Again, all of the values in the column chart are larger than 40,000. The largest
value in the chart is about 41,800. The gap is within acceptable limits.

By verifying the encryption and decryption procedure of 140 characters 1,000
and 10,000 times, we found that our method has very high and similar utilization
rates for different cells in the RT; even under 10,000 tests, there are no special
cases. In general, we can conclude that the protocol is safe, and it is not easy
for hackers to decipher the message by discovering cell usage.

Fig. 13. Column chart for each row in RT, 1,000 times, 140 characters

Fig. 14. Scatter graph for each cell in RT, 10,000 times, 140 characters
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Fig. 15. Column chart for each row in RT, 10,000 times, 140 characters

6 Conclusion

This paper proposed an extended protocol based on memristor arrays to perform
encryption and decryption without using any keys. First, an MD is generated on
the sender side and the receiver side using the hash function. Then, both sides
import the resistance table, which is obtained from the memristor arrays. Next,
the plaintext to be encrypted is divided into small blocks. Finally, the protocol
uses decimal values of these blocks to sort the ciphers extracted from resistance
table. In the evaluation section, this paper also provided security proof for this
protocol in the case of multiple tests. Going forward, we want to implement the
protocol into hardware because hardware design was not involved with our study.
For example, we can build two communicating devices based on memristor arrays
[5,14]. If so, ciphers generated can only be decrypted by the same memristors
stored in separate devices.
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Abstract. Assuring the security of software-dependent systems in the
face of cyber-attacks and failures is now among the top priorities for
governments and providers of electric, financial, communication, and
other essential services. Practical and foundational solutions for system-
atic, secure, and trustworthy system development are needed to sup-
port developers, regulators, and certification bodies in providing assur-
ance that security threats faced by the software systems used in these
environments have been adequately mitigated. Using recent experiences
reported in the literature as a basis, we discuss the challenges of provid-
ing security assurance for software-dependent systems. We also explore
the barriers to adoption of existing approaches and techniques which
can play an important role in security assurance efforts. Ultimately, we
present a set of recommendations which outline a collection of follow-
on research directions that can advance the state-of-the-art and support
the development of more effective security assurance solutions for critical
software-dependent systems.

Keywords: Security assurance · Security evaluation ·
Security-by-design · Software certification · Security requirements

1 Introduction

Nowadays, many of our most critical systems, such as those operating in national
security, financial, transportation, communication, and healthcare domains, are
increasingly dependent on complex software systems to provide their critical
services. Over time, these systems have grown to become very large, complex,
and connected, and have begun operating in open environments, which inevitably
leaves them susceptible to a wide range of security vulnerabilities and threats.
This has led to many of these systems being classified as high-assurance software-
dependent systems, for which compelling evidence that the system delivers its
services in a manner that satisfies certain critical properties such as security,
safety, survivability, fault tolerance, and real-time performance, is required [1].

Due to the nature of these systems, attacks or failures can have disastrous
consequences and many destabilizing effects on dependent systems, humans, the
c© Springer Nature Switzerland AG 2020
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environment, and/or the economy [2]. As a result, engineering high-assurance
systems tends to place a strong emphasis on rigorous requirements and speci-
fications, verification and validation, risk management, and certification. Guar-
antees, backed by a verifiable body of evidence that the system will function
exactly as intended at all times, are expected [1]. As such, mechanisms capable
of identifying and addressing the root causes of attacks or failures, and ways in
which we can provide security assurance of such complex systems are growing in
importance and are sought after by many research and development programs
initiated by governments and providers of critical services (e.g. [3,4]).

Security assurance of critical software-dependent systems demands evidence-
driven, built-in, systematic approaches for software development capable of pro-
viding early evidence of mitigating security risks, attacks, and vulnerabilities. It
is often difficult, costly, and time-consuming to gather sufficient evidence sup-
porting assurance claims about the security of a system after it has already been
built and deployed [5]. Thus, it is important to incorporate security evaluation
and assurance into the system development lifecycle (SDLC). An argument for
the security of a system should be developed alongside the system it supports.

In this paper, we explore the challenges of providing security assurance for
software-dependent systems. Our discussion is motivated by recent experiences
in developing a security assurance cases reported in the literature. In particular,
we highlight technology gaps and describe the role that existing approaches and
techniques can play to fill these gaps and address the challenges. We also provide
insight into the limited adoption of these existing approaches and techniques in
providing security assurance. Our novel contribution lies in the presentation
of seven recommendations for advancing the state-of-the-art and reducing the
barriers to adoption of existing approaches for supporting security assurance
efforts. While some of these recommendations may seem obvious to a security
expert, they are relevant to many development teams and practitioners who
may not be experts in security, but want or need improved security assurance
in their SDLC. Furthermore, these recommendations outline a set of follow-on
research directions that can stimulate the development of more effective security
assurance solutions.

This paper is organized as follows: Sect. 2 gives the necessary background
related to security assurance. Section 3 documents the primary challenges and
obstacles faced when trying to assure the security of critical software-dependent
systems. Section 4 describes the role that existing approaches and techniques can
play in addressing the challenges described in Sect. 3. Section 5 provides insight
into the barriers to adoption of existing approaches and techniques for support-
ing security assurance efforts, and proposes recommendations for advancing the
discipline. Lastly, Sect. 6 concludes and outlines a research agenda which can
drive the development of more effective security assurance solutions.

2 Security Assurance

Engineering high-assurance software-dependent systems goes beyond evaluation
and aims to guarantee vital system properties supported by verifiable (often
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mathematical) evidence that they will function exactly as intended and designed
at all times, even when experiencing an attack or widespread failure. Security
assurance refers to the process of proving or guaranteeing that a system is
designed and developed so that it operates at level of security commensurate
with the potential risks and associated losses incurred if the system experiences
an attack or failure [6]. This involves examining and evaluating many different
aspects of a system and its development processes and activities with respect to
security. These aspects include the construction of the system and its software,
the quality assurance of artifacts produced throughout development, the man-
agement of the deployed system, and the ways in which an organization manages
the overall development process [7]. However, due to the high costs and required
levels of technical expertise, few organizations have the necessary resources to
adequately build secure high-assurance software-dependent systems.

Traditionally, high-assurance system engineering approaches were adopted
and used to produce software systems for mission-critical national security pur-
poses, where failure is unacceptable and the high costs and levels of technical
expertise can be justified. Only recently, has the importance of security assurance
been discussed for systems outside traditional mission-critical domains. Software
systems are used by governments, industries, and general users in a widening
array of domains. Some of these domains are not typically thought of as “criti-
cal” and requiring absolute guarantees. For example, “smart” appliances in the
home are now requiring unprecedented levels of assurance as their criticality is
only now emerging [8]. The conventional testing and evaluation approaches that
covered only a subset of potential issues and problems are no longer sufficient
and do not provide the evidence and guarantees required for high-assurance [7].

2.1 Security Assurance Models and Frameworks

Often, systems will be assigned a security assurance level which determines the
specific types of evidence and acceptance criteria required for a system to be
considered secure. Different security assurance levels are prescribed in various
standards and guidelines for different kinds of systems within different jurisdic-
tion (e.g. [9–11]). Based on the evidence generated from these evaluations, a
convincing argument must be made to show that the given system provides the
required level of security.

Recently, a number of models and frameworks for describing and guiding
the activities related to security engineering, evaluation, and assurance have
been proposed. The Open Web Application Security Project’s (OWASP) Soft-
ware Assurance Maturity Model (SAMM) [12] aims to help organizations to
formulate and implement a risk-centric software security strategy. SAMM facil-
itates the evaluation of existing security practices, and the development of a
balanced and iterative security assurance program with defined measurements
for outcomes of security-related activities in support of security assurance. The
Software Assurance Framework (SAF) [13] defines important security practices
for process management, project management, engineering, and support. The
SAF aims to provide measurable outcomes indicating that security has been
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appropriately addressed in the requirements, design, construction, and testing to
establish confidence that security is sufficient. NIST’s System Security Engineer-
ing Framework [14] defines, bounds, and focuses both technical and nontechnical
security engineering activities and tasks towards the achievement of stakeholder
security objectives. It aims to facilitate a coherent, well-formed, evidence-based
case that demonstrates that those objectives have been achieved in the system
development. In particular, the framework emphasizes an integrated, holistic
security perspective across all stages of the SDLC. Similarly, NIST’s Framework
for Improving Critical Infrastructure Cybersecurity [15] provides a set of secu-
rity activities, outcomes, and references meant to be applicable across all critical
infrastructure sectors. Overall, the framework aims to explicitly incorporate secu-
rity activities and considerations of security risks as part of the organization’s
risk management processes.

Each of these models and frameworks can be used to assist practitioners in
understanding what is required for adequately assuring the security of critical
software-dependent systems. However, with the exception of the SAF, they often
focus more on the risk management practices of the organization developing the
system, rather than the system itself.

2.2 Security Assurance Cases

An assurance case is a reasoned and compelling argument, supported by a body
of evidence, that a system, service, or organization will operate as intended for
a defined application in a defined environment [16]. Assurance cases represent
combinations of structured claim decompositions in terms of high-level claims,
sub-claims, and supporting evidence related to the design and implementation,
and an argument—which is an informal proof—demonstrating that the claim
decomposition supported by the evidence will achieve a required system property
such as safety, security, or reliability [17].

Assurance cases have been adopted for arguing system safety with much suc-
cess (e.g. [18–20]). However, the adoption and development of assurance cases
for arguing system security is still in its infancy. Even so, there has been some
important groundwork established in the literature [21,22]. This work provides
basic guidance and advice on creating security assurance cases and was incorpo-
rated as part of the “Build Security In” initiative in the United States [23].

3 Challenges Faced When Providing Security Assurance

In this section, we discuss the primary challenges, obstacles, and technology gaps
faced when providing security assurance for software-dependent systems.

3.1 An Experience in Providing Security Assurance

In recent work [24], an assurance case template was developed for arguing
the security and resilience of advanced metering infrastructure (AMI)—a high-
assurance software-dependent system that is part of an energy grid. The size,
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Fig. 1. Security assurance case template for advanced metering infrastructure using
goal structuring notation [24].

complexity, and connectedness of AMI leaves it vulnerable to a wide range of
threats that can lead to direct, or indirect, attacks which could disrupt energy
supplies and increase the overall risk to the energy sector [25].

A large proportion of the threats to which AMI is vulnerable (e.g., eavesdrop-
ping, impersonation, etc.) are related to compromise, forgery, or denial of use
of critical services and information. This means that assurance of AMI security
must be dependent on adequate evidence that the system maintains the confiden-
tiality, integrity, availability, accountability, and resilience of its critical services
and information [26]. These characteristics form the basis of the high-level goals
and claims of the developed assurance case.

Recognizing that security assurance is concerned with both the product that
is developed and the process by which it is developed, the high-level goals and
claims of the assurance case are decomposed based on the primary security and
resilience requirements for AMI and are divided into two primary categories:
development requirements and process requirements. This is shown in the devel-
oped assurance case template (using the goal structuring notation [16]) provided
in Fig. 1. Development requirements prescribe specific protection mechanisms
and functional requirements related to the development of the AMI system (i.e.,
the specific product). Process requirements are concerned with the robust and
resilient design of core functionalities and infrastructures, conformance to imple-
mentation standards, adequate testing, verification and validation, and suitable
specification and documentation for all system aspects, including the physical
systems, information systems, and networks [24]. Process requirements are not
necessarily tied to the specific functionality of the systems and components,
but rather to the preparedness to deal with security and resilience challenges
throughout the system’s lifespan.

To support any claim that an AMI system is secure, evidence of the satisfac-
tion of each requirement is needed. Figure 1 gives an idea of what an assur-
ance case for supporting the top-level claim AMI is acceptably secure and
resilient looks like. The developed assurance case clearly illustrates the relation-
ship between the security and resilience requirements of AMI, and the assurance
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argument represented in the assurance case. The argument is centered on the
premise that if there is sufficient evidence that the security and resilience require-
ments of AMI are satisfied, then the AMI can be considered acceptably secure
and resilient.

We will use the experience in developing the assurance case template in [24]
as a representative concrete example to focus our discussion. Similar experiences
and examples can also be found in the literature (e.g. [5,19,27–29]) and we will
also draw from these experiences to support our arguments. In the following
subsections, we discuss the primary challenges, obstacles, and technology gaps
faced when providing security assurance for software-dependent systems.

3.2 Tradeoffs with Security Requirements

Due to its nature, security is a system quality that often cannot be considered
in isolation from other system qualities such as safety, reliability, performance,
and usability. Because of this, tradeoffs among competing, and sometimes con-
tradictory, system qualities need to be made during system development [5]. To
adequately support security assurance efforts, the justification and rationale for
each of these tradeoffs and design decisions needs to be sufficiently documented
so that it can be effectively evaluated and submitted as evidence for a security
assurance case, and to support the maintenance of system security as the threat
landscape changes during system evolution.

As evidenced in Sect. 3.1, the development of a security assurance case is
deeply rooted in understanding the security requirements for the system being
developed. However, when designing software-dependent systems, the focus is
often targeted at the functional requirements, ensuring that the system being
developed will do what it is supposed to do. Because of this, tradeoffs with
respect to non-functional security requirements that will help to prevent “bad
things” from happening are made without the full consideration or understand-
ing of the short- and long-term effects of those decisions. Furthermore, these
tradeoffs often lack sufficient documentation, which severely weakens the assur-
ance case that can be developed for the system. Methods to support developers
in making and documenting informed decisions about important tradeoffs with
security requirements through rigorous analysis are required to support security
assurance efforts.

3.3 Coping with Size and Complexity

Many critical systems are already extremely complex, and are rapidly becoming
more so as the number of devices and connections constituting these systems
continues to increase. This problem is exacerbated by the growth of the Internet
of Things (IoT), where the number of devices that are part of critical systems
is growing substantially. For example, financial, communication, and healthcare
systems, as well as the common household are all comprised of vastly more
devices today than only a few years ago. Due to this size and complexity, a
complete and holistic understanding of the system once all of its components
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are all integrated is often out of reach. However, for effective security assur-
ance, such a holistic view of the system is required to account for the complex
landscape of the interactions among the system components, as well as with
the ever-changing environment in which the system operates. This is a signif-
icant challenge for security assurance as it means that taken together, many
high-assurance software-dependent systems are quite literally too complex to be
completely understood—by a person, a team of people, or by a computer model.

Furthermore, the large size and complexity of a system means that there is
often an enormous amount of evidence that needs to be managed when develop-
ing a security assurance case. Even for a relatively small system with a limited
scope such as that described in Sect. 3.1, an assurance case quickly grows to be
quite complex [24]. This issue has also been noted by other experiences reported
in the literature (e.g. [5,19,27–29]). This is a result of the hierarchical structur-
ing of the assurance case argument. Managing the complexity and scope of the
problem to ensure that all relevant aspects of the argument are covered with
respect to the vast number of requirements and goals that must be considered is
difficult, especially when those goals and requirements become intertwined with
one another. Furthermore, the development of assurance cases is still mostly
manual, and they are difficult to scale up for complex systems, or down for
details in the required level of formality, which adds to the challenge.

To cope with size and complexity, systems need to be built with simplicity
in mind and evidence of security needs to be generated and gathered from the
outset [30]. The amount of evidence should be proportional to the level of assur-
ance required by the given system [5]. Clear and concise standards and guide-
lines specifying these levels of assurance, and improved and automated tools and
methods to support security analysis, as well as for handling the massive amount
of generated and gathered evidence is needed.

3.4 Lack of Security Evaluation Approaches

Accurately assessing and evaluating system security is essential for providing
security assurance. However, the undecidability of security has long plagued
security experts and engineers that are tasked with building and securing criti-
cal systems and networks. The intractability of performing a complete coverage
of tests to guarantee that a system is secure leads to the problem of trying to
show that a system is “secure enough.” Deciding what “secure enough” means
and how it is affected by the system application context is not always straight-
forward. Analysis that incorporate the exploitability and the potential impact of
specific attacks on systems is required to make accurate determinations. Current
approaches for providing these kinds of risk assessments and classifications (such
as those described in [31]) are not standardized, and are often far too subjective,
relying on (sometimes false) assumptions about the system and the attackers.

Generally speaking, the strength of a security assurance case depends on the
evidentiary foundation supporting the security argument. The ability to measure
and evaluate system security properties is needed to produce sufficient evidence
of security early in the development of a system. Sufficient and verifiable evidence
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is needed to support the claims in assurance case arguments. However, despite
an evolving research effort, there is still a lack of widely accepted approaches
for evaluating and measuring security. As long as this remains to be the case,
providing strong security assurances will remain difficult.

3.5 Complications with Legacy Systems

Many critical systems involve a complex mix of insecure legacy systems and
new technologies whose security properties are not proven. A large number of
these systems are now being used in ways in which they were never intended
which contributes to the vast array of security issues plaguing these systems.
The development costs to bring these legacy systems up-to-date, or to perform
a system overhaul presents a significant barrier to providing security assurance.
Instead of swallowing these costs, owners and operators of these systems scramble
to patch together security solutions that can help to prevent some kinds of
attack or compromise. This presents a significant challenge for evaluation and
certification bodies as it becomes very difficult to determine the evidence that is
required for such patchwork systems to support any kind of security assurance
argument. To make matters worse, even finding evaluators or certification bodies
capable of understanding the legacy systems and components can be a major
barrier to the security assurance activity.

Beyond the issues related to system size and complexity previously discussed
in Sect. 3.3, legacy systems and components are often not well-documented in
terms of their behaviours and the processes by which they were developed.
This results in a very weakly (or non-existent) documented development pro-
cess, which as seen in Fig. 1, is a critical piece of evidence for supporting
claims that process requirements are satisfied. This emphasizes the need to
incorporate security early and often in the development of any system to sim-
plify the generation, gathering, management, and evaluation of the required
evidence. Without the presence of well-documented and accepted standards,
guidelines, and/or requirements, the development of effective security assurance
solutions for systems depending on legacy systems and components will remain
challenging.

3.6 Dealing with Third Party Suppliers

There is now an increasing dependence on the trustworthiness of the components
that are being used to build systems. These components are often designed and
manufactured by third-party suppliers. There is usually an assumption that the
system, while it may be complex, poorly understood, or antiquated, is at least
built with components that can be trusted to operate as advertised. However,
this is proving less and less to be the actual case.

System development now relies on a vast and growing array of suppliers of
software, hardware, and component systems. Despite that testing is routinely
done before integrating individual system components, much of that testing is
targeted at uncovering accidental defects, as opposed to malicious flaws that



Recommendations for Effective Security Assurance 519

may have been intentionally inserted to enable future attacks against system
security. As a result, and as shown in Fig. 1, evidence supporting claims per-
taining to the management of third-party suppliers is a significant part of the
security assurance case argument. To adequately support these claims, the tacit
assumption that all components received through the supply chain are trusted
and secure needs to be forgotten. The main challenge here is that more often
than not, when a component is received from a third-party supplier, there is no
documented assurance that the received component is acceptably secure for inte-
gration into new systems. Consequently, this significantly weakens the security
assurance argument for the new system. Therefore, an effort towards developing
and delivering security assurance cases as part of the final product is required.

3.7 Compositionality of Security

Systems that are secure in isolation may not be secure when composed together.
Emergent behaviours and feature interaction [32] make it difficult to provide
security assurance as we are required to reassess the system each time we inte-
grate a new component. It becomes very challenging to reuse assurance or certifi-
cation efforts from previous versions or parts of systems due to this composition-
ality issue. For example, we do not currently have an effective way in which we
can reuse the security assurance case for AMI described in Sect. 3.1 in a larger
system such as an entire smart grid. This issue is exacerbated when thinking
about all of the previously mentioned issues related to coping with the size and
complexity of systems, dealing with legacy systems, and managing the security
of components acquired from third-party suppliers. Beyond the possibility of ad
hoc approaches, we would have to reassure the entire system which can become
prohibitively costly and time-consuming.

The inability to quickly and easily reassess assurance claims is a major chal-
lenge for the assurance community. There is a need for more modular, incremen-
tal, reusable, and compositional approaches for providing security assurance for
software-dependent systems.

3.8 It’s About More Than Just a Product

Providing security assurance is not just about assuring the product, but also the
process by which the product has been developed, and the people involved. For
example, in Sect. 3.1, the developed assurance case template clearly indicates
the importance and role of process requirements in the claim decomposition and
argument structure. The importance of incorporating the people and process in
assurance arguments has also been noted by other experiences (e.g. [5,13,14,19,
27,29]). However, generating and measuring suitable evidence of the people and
process in the development of a high-assurance software-dependent system is
not also easy to come by. Moreover, such requirements are not always explicitly
or clearly stated (or even thought about) which often makes this portion of an
assurance case quite weak.
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A better awareness of the importance of documenting the process used in the
development of a product for security assurance is needed. This extends to the
explicit inclusion and consideration of process requirements from early stages of
development so that sufficient evidence can be generated and gathered. It also
encompasses the need to adequately train developers, as well as evaluators, reg-
ulators, and certification bodies, with the nature of the evidence that is required
to support a security assurance case, and how to facilitate the gathering, gen-
eration, and preservation of such evidence [5]. The ability to demystify the idea
that security assurance is just another set of processes to follow that puts a
strain on project budgets and timelines, when “all the customer cares about is
the product” is urgently required.

4 Ways to Address the Challenges

Failure to incorporate system-level security measures and considerations from
early stages in system development can have a significant impact on the ability
to provide assurance of such system properties. In this section, we argue that
a significant number of the challenges discussed in Sect. 3 can be addressed by
adopting security-by-design (and related) approaches and techniques. We reit-
erate that while these solutions may seem obvious to security experts, there are
many development teams without security expertise that regularly face and must
address the presented challenges, for which this section is especially relevant.

4.1 The Role of Security-By-Design

Security is deeply rooted within the complexity of a system and it is intractable
to think that solutions can address security issues after-the-fact. Security should
therefore be considered at all stages of development. The current approach of
having security retrofitted or “bolted-on” to the software systems that we build
is not sufficient. Instead, we must take into account the critical security require-
ments for these systems and design them so that security is “baked-in”. This is
the fundamental idea behind the security-by-design paradigm which promotes
the systematic construction of systems with security considerations at each and
every stage of the development process. The goal is to enable developers to
include appropriate security analyses and controls early in the development of
a system to avoid relying on retrospective security audits, and to have a more
secure system at release [33].

As discussed in Sect. 3, the ability to generate, gather, and preserve evidence
in support of security assurance efforts is a widespread challenge faced by the
security assurance community. Security-by-design enables developers to think
about security (and its requirements) from early stages of system development.
In general, it helps to generate artifacts, in the form of requirements specifi-
cations, design documentation, test plans and results, etc. that can be used to
support verification and validation efforts which provide the evidentiary basis for
security assurance. This has been demonstrated with the development and use
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of Multiple Independent Levels of Security/Safety (MILS) architectures [34] and
the notion of assurance-based development [6] which support the implementa-
tion of documented and verifiable security solutions for both products and pro-
cesses from early stages in the development process. It has also been the focus
of assurance models and frameworks such as OWASP’s SAMM [12], SAF [13],
NIST’s System Security Engineering Framework [14], and NIST’s Framework
for Improving Critical Infrastructure Cybersecurity [15]. Additionally, the emer-
gence of DevOps [35] practices which place an emphasis on continuous testing,
evolution, and maintenance has shown promise for supporting security-by-design.
Such approaches have the potential to address the many challenges faced when
assuring the security of software-dependent systems.

4.2 The Role of Adequate Threat Modeling

Providing strong security assurance requires a thorough understanding of the
security requirements, threats, risks, and countermeasures so that they can be
incorporated at all stages of development. If you do not think about the correct
security requirements at all stages development process then it becomes difficult,
or even impossible, to provide assurance that the resulting product is adequately
secure. For example, not having adequate requirements showing that system
components are isolated to ensure adequate security controls early can make it
difficult to gather the required evidence to support any assurance claims at later
stages, resulting in the need to rework or completely overhaul the system. This
requires an adequate threat modeling approach.

A threat model is a structured representation of all of the security-relevant
aspects of a system, and often consists of a list of assets that need protection, a
list of vulnerabilities that threaten those assets, a description of the attacks that
exploit those vulnerabilities, and a prioritized list of security improvements and
countermeasures to reduce the risk and potential impact of exploits of the iden-
tified vulnerabilities [36]. Threat modeling is an integral part of eliciting system
security requirements and understanding possible vulnerabilities and attack sce-
narios for the purpose of clearly identifying risk and impact levels [37]. It can be
done at any stage of development, though it is very often recommended that it be
done early so that the findings can inform later stages of development and guide
the generation and gathering of supporting evidence for security assurance. The
purpose of a threat model is to enable system defenders to systematically ana-
lyze a probable attacker’s profile, the most likely attack vectors, and the assets
most desired by an attacker, which thereby enables informed decision-making
about security risk. This is very important for providing security assurance as
it can often be viewed as a roadmap for security assurance efforts and is a first
step in generating supporting evidence. This is certainly needed to address the
challenges associated with managing tradeoffs with security requirements, and
for dealing with legacy systems and complex supply chains.
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4.3 The Role of Formal Methods for Security

Formal methods are highly desirable when developing systems with high stan-
dards of safety, security, and reliability [32]. Integrating the use of formal meth-
ods in the SDLC can further help to address many assurance-related challenges,
especially those pertaining to generating sufficient and verifiable evidence to sup-
port security assurance claims. The ability to formally specify and verify critical
systems and their components can help to address the lack of security evaluation
methods, and can provide a strong evidentiary basis for security assurance.

Without the broad use of formal methods, security and resilience will always
remain fragile, and therefore, their adoption and development for security has
been encouraged whenever they can be demonstrably effective [38]. By taking
a formal methods-based approach, mathematical proofs of assurance of system
security properties can be provided [39]. Therefore, methods and techniques such
as those in [39,40] can help to practically support a systematic and rigorous
security assurance process founded on detailed, precise, and verifiable evidence.

4.4 The Role of a Systematic Process

A rigorous, systematic, and well-documented process is critical to providing the
required assurance for a developed system. Development processes that do not
generate the desired forms of evidence may be considered inadequate for the
production and certification of software-dependent systems with respect to secu-
rity [5]. A streamlined development process that emphasizes the explicit consid-
eration and justification of decisions related to critical security requirements and
properties is desired. This can help to facilitate security evaluation and assist in
managing the size and complexity of software-dependent systems.

Furthermore, a systematic process can help to generate, gather, and manage
the supporting evidence needed for security assurance. For example, with con-
sideration to the V-model process for engineering high-assurance secure systems
shown in Fig. 2, supporting evidence can be obtained from a number of sources
including design methodologies, testing, verification, simulation, and analysis
tools. This can then support assurance justification at each stage of the pro-
cess which can help to form a convincing security assurance case that can be
easily evaluated by third-party evaluators, regulators, and certification bodies.
Moreover, an initial security assurance case can guide development teams in gen-
erating artifacts throughout the SDLC that can serve as evidence to support the
eventual assurance argument. This emphasizes the need for, and importance of,
integrating security evaluation and assurance activities within the SDLC.
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Fig. 2. V-Model for engineering high-assurance secure systems

4.5 The Role of Standards and Guidelines

An important aspect of security assurance, certification, and evaluation comes
in the form of standards and guidelines related to the secure development of
systems and their constituent components. Such standards and guidelines vary
by domain and jurisdiction. For instance, in the domain of smart electricity
grids, standards and guidelines outlining the minimum security requirements for
smart grid components have been published by the IEC [41], NIST [42], and
in the SafSec standard [43]. Several other major sources of security evaluation
criteria, and assurance and accreditation processes include the DoD Instruc-
tion 8510.01, Risk Management Framework [44], TCSEC Orange Book [31],
ITSEC [45], CTCPEC [46], and the Common Criteria [9].

Standardized approaches are desired as they provide clear and detailed pro-
cesses and procedures that guide what needs to be shown in an assurance case
and, often, the specific evidence that needs to be produced to evaluate a system
for assurance purposes. Standards and guidelines can help to encourage trends
and actions to reduce barriers to adoption of more integrated, security-by-design
approaches that enable the costs of security assurance to be justified and weighed
in a fair and just manner. As existing standards and guidelines have limitations,
new or updated standards and guidelines need to be clearly defined and main-
tained to allow for changes to be made as new technologies are developed and
adopted. The main risk here is that as standards change, older systems (i.e.,
legacy systems) will need to be re-evaluated and re-certified which can be very
costly. We strongly believe that such limitations and concerns can be addressed
with the development of more modular, compositional, and incremental security
assurance solutions that are integrated into rigorous and systematic development
processes. Such solutions can help to localize change and reduce the costs and
effort required to re-evaluate and assure system security.

4.6 The Role of Automated Security Analysis

A major component of NIST’s System Security Engineering Framework [14] is
the incorporation of system security analysis to support the security engineer-
ing activities leading towards the development of a security assurance case. The
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role of such system security analysis is to produce data to support engineering
and stakeholder decision-making and for generating evidence to support security
evaluation and assurance activities. However, as noted in Sect. 2, carrying out
such analysis at all stages of the SDLC can be very costly and time-consuming.
Beyond that, there is also a challenge associated with the personnel involved
in manually performing system security analysis. Human-driven processes are
bound to fail one way or another. Therefore, the ability to automate these anal-
ysis and seamlessly incorporate them into the existing SDLC can have significant
rewards and can assist in ensuring that the people involved in developing, eval-
uating, and assuring a given system cannot do the wrong thing leading to the
deployment of vulnerable systems. Recently proposed approaches and tools, such
as those proposed by Feiler [47] for automating attack tree analysis and attack
impact analysis, have taken some steps in this direction.

5 Recommendations to Reduce Barriers to Adoption
and Advance the State-of-the-Art

In Sect. 4, we described the role that a number of existing approaches and tech-
niques can play in addressing the challenges outlined in Sect. 3. If approaches
that can aid in addressing the noted challenges already exist, then why do we
still face the challenges when evaluating and assuring the security of software-
dependent systems? Learning from the experience reported in the literature, we
provide some insight into this issue and propose a set of recommendations for
how we can advance towards more effective security assurance solutions.

Recommendation 1: Develop More Modular, Compositional, and Incre-
mental Security Assurance Solutions. Despite that numerous approaches
have been proposed to facilitate security assurance in the engineering of software-
dependent systems, there is still a perception that integrating these approaches
into the SDLC and performing the associated activities still requires too much
time, effort, and resources [24]. As a result, there has been a lack of adoption of
such approaches. This is worsened when we consider the speed at which technol-
ogy is developed. Developers often succumb to business pressures to put a product
on the market. Thus, they primarily focus on building a product that does what it
is supposed to as quickly as possible. This often means that considerations to engi-
neer a resilient system in the face of security threats, and further to demonstrate
that it meets its security requirements are often sacrificed.

We need a stronger push towards the development of more modular, com-
positional, and incremental solutions for securing systems from the outset and
for generating sufficient evidence of their built-in resilience to a range of cyber-
attacks and failures. Existing modular, compositional, and incremental system
security solutions are far from satisfactory [38]. Because systems are constantly
evolving, there is a need for approaches that ensure that changes in a system,
do not trigger another long and costly security evaluation process. Rather, we
would like to see a security evaluation process where the evaluation effort is
proportional to the degree of change in the system. Such efforts can reduce the
costs and time-to-market in a secure-by-design development process.
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Recommendation 2: Harmonize Security Assurance Efforts with Agile
and Adaptive Development Processes. Modern software-dependent systems
operate under high volatility and in high scale. These factors call for more flexi-
ble and adaptable architectures and designs. This is why more agile approaches
have been adopted, and these are the same reasons that have caused paradigms
like DevOps to rise to prominence. For a number of highly critical systems,
adaptability and flexibility may not be possible to the highest degree, but for
systems like e-banking applications and IoT-enabled systems, adaptability is
a “must-have” property. However, the rigidity and heaviness of many existing
approaches supporting security assurance do not easily accommodate agile devel-
opment processes in practice, despite boasting the ability to do so in principle.
Establishing a process by which security considerations are taken into account
at each and every stage of the SDLC is a daunting task. This is especially true
when the threat landscape for a given system changes rapidly. Developers of
high-assurance software-dependent systems can very easily be overwhelmed by
the size and complexity of the system that they are developing, evaluating, or
assuring. There is a perception that there is too much to do, and carrying out
security evaluation and assurance activities are overly burdensome.

To overcome these barriers, we must strive towards developing more evolv-
able and adaptable, secure architectures. Recent research efforts have started
exploring this direction [34,40,48]. Moreover, the emergence of DevOps has spun
off the sub-area of DevSecOps which endeavours to embed security engineering
activities into agile development operating practices [49].

Recommendation 3: Provide Documented Demonstrations of the
Effectiveness of Existing or Newly Developed Approaches. Despite the
existence of numerous approaches, methods, techniques, and tools that can
address a number of the challenges identified in Sect. 3, many practitioners sim-
ply do not know where to start. Determining which approach, method, tech-
nique, or tool is applicable or suitable for addressing the security challenges in
the development of high-assurance software-dependent systems remains difficult
for practitioners.

Documented demonstrations of the effectiveness of existing approaches, as
well as newly developed methods, techniques, and tools can enable practitioners
to clearly and easily see their value, or when and how to apply them in the
SDLC. The research community has been poor in providing such support to
demonstrate that proposed solutions can be widely applicable, or in clearly stat-
ing the limitations of such approaches to enable practitioners to make effective
decisions about when and how to apply a potential approach, method, technique,
and/or tool. More effort in this area can greatly advance the state-of-the-art and
reduce the barriers of adoption of more integrated security assurance efforts.

Recommendation 4: Develop More Accessible Tool Support for Inte-
grating Automated Security Analyses into the SDLC. Effectively per-
forming the system security analyses required at all stages of the SDLC to pro-
vide sufficient evidence in support of security assurance claims heavily relies on
adequate tool support for automation. Automated analyses built into the SDLC
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can be run (and re-run) throughout the development process to support the
generation of evidence in support of security assurance arguments. This is espe-
cially true when using formal methods and assurance case approaches as these
methods are burdensome and unscalable when done manually. However, we do
not currently have the full fleet of tools required to support many activities in
the security engineering process. Despite the existence of formal tools such as
model checkers and theorem provers, the integration of such tools in the SDLC
to address security concerns is not well-recognized. As a research community,
we need to develop tools that are applicable in a variety of application domains,
that are more accessible to practitioners, and that can be seamlessly integrated
into the SDLC workflow. This must be combined with Recommendation 3 to aid
practitioners in understanding the usage, benefits, and limitations of such tools
which will help to reduce the barrier to adoption of more formal methods and
approaches.

Recommendation 5: Develop More Rigorous, Specific, and Focused
Security Standards, Guidelines, and Best Practices. There is an orga-
nizational and operational context which needs to be applied when considering
security assurance. Different contexts demand different tolerances of risk for
the system assets that need protection. For example, different considerations
are needed if we are dealing with smart energy infrastructure than if we are
dealing with a healthcare or transportation system. However, classification sys-
tems for expressing risk tolerances in different domains are not standardized,
and when they are it is a convoluted mess as was the case with the TCSEC
Orange Book [31]. Furthermore, current evaluation methods and criteria such
as the Common Criteria [9] have been criticized for focusing on assuring mainly
the functional security requirements of a system or product [6,7]. In addition,
the existence of well-defined or documented sets of standards, guidelines, or
requirements for developing secure high-assurance software-dependent systems
are limited, or lack focus and specificity making compliance either too difficult
or too easy. As a result, many practitioners are not sure what needs to be done
to demonstrate that they have taken appropriate measures to adequately secure
their systems. There is not enough guidance to allow them to see the value in
adopting existing approaches or to even understand when and how to apply
existing approaches.

Without readily available guidance documents, assuring the security of
software-dependent systems will remain challenging. Further research efforts in
developing more rigorous standards and best practices with support for guiding
practitioners to incorporate suitable security measures into the development of
software-dependent systems at all stages of system development, as well as the
evidence to be produced to support assurance claims are needed. These stan-
dards, guidelines, and best practices need to be outcome-oriented and based on
sound technological principles. To achieve this we can build upon existing frame-
works (e.g., [12–15]) which aim to provide such outcome-oriented guidance for
engineering, evaluating, and assuring secure software-dependent systems.
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Recommendation 6: Improve Collaboration Among Stakeholders in
the SDLC. The development of large and complex software-dependent systems
historically been carried out by a number of teams and stakeholder groups that
functioned in relative silos. However, failing to include and collaborate with sys-
tem stakeholders regularly throughout the SDLC significantly contributes to the
challenges of building-in security and providing security assurance [24]. There-
fore, we need to include and improve the collaboration between developers and
other critical stakeholders, such as domain experts and regulators, in the process
of engineering high-assurance software-dependent systems. For example, improv-
ing collaboration between developers, domain experts, regulators, evaluators,
and certification bodies can help to determine the completeness of security and
resilience requirements and to determine appropriate decompositions of security
assurance claims into sub-claims based on the particular evidence expected to
support a particular claim, as well as the acceptance criteria for that evidence.
Recent advances and the emergence of software development practices such as
DevOps [35] have targeted this kind of collaboration. These practices have shown
promise for improving accountability for addressing security concerns through-
out the SDLC, but also for creating more efficiency in the process.

Recommendation 7: Improve Training, Education, and Awareness
of All Personnel Involved in the Development of High-Assurance
Software-Dependent Systems. Training, education, and awareness about the
emerging discipline of security engineering and the development and usage of
security assurance cases are essential not only for system and software engi-
neering practitioners and their managers, but also for policy makers (including
regulators) and for all organizations and individuals who increasingly rely on the
critical services provided by modern software-dependent systems [5]. However,
there is often a lack of expertise to carry out the activities required in engineering
high-assurance systems. We mentioned above that there has been an emergence
of DevOps in security engineering. Organizations are even going so far as to
advertise positions for Security DevOps Engineers. In practice, most personnel
do not have the full complement of expertise to perform all of the activities
required by these roles to the standards needed for high-assurance software-
dependent systems. This is not to say that such positions are not needed. In
fact, the existence of such positions underscores the importance of incorporating
security at all stages of the SDLC. The point to be made here is that more effort
needs to be put forth in training more engineers to be capable of considering the
complex nature of security assurance in the development of software-dependent
systems. We propose the development of awareness campaigns to train practi-
tioners to understand and manage such complexities and considerations. This
can help to cultivate a culture of security-consciousness in organizations so that
security is no longer considered as an afterthought.
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6 Concluding Remarks

The challenges of providing effective security assurance for software-dependent
systems are well-founded and a number of these challenges have been experienced
in the recent past (e.g. [5,13,14,19,24,27–29]). In this paper, we discussed the
challenges and obstacles that make security assurance so difficult. We highlighted
technology gaps related to managing tradeoffs with security requirements, coping
with the size and complexity of systems and associated assurance cases, the lack
of security evaluation approaches, dealing with legacy systems and third-party
suppliers, and handling the evaluation and incorporation of people and process
in security assurance efforts. We explored the role of security-by-design and
related approaches and techniques in leading to a more comprehensive solution
capable of overcoming many of the challenges and obstacles faced when providing
security assurance. We also provided some insight, based on experience, into the
barriers that currently limit the adoption of existing approaches and techniques
capable of addressing the noted challenges. We proposed seven recommendations
for reducing these barriers and advancing the state-of-the-art.

Although our main focus has been on security assurance, these open issues
and challenges apply to assurance for any software or system quality attribute
such as safety, reliability, dependability, etc. Our hope is that our recommenda-
tions can be used as a roadmap for a variety of future research efforts to fully
realize the vision presented in this paper. For example, there is plenty of work to
be done in developing and adopting streamlined development processes aimed
at producing evidentiary artifacts, and methodologies, standards and guidelines
supporting awareness and enforcement of assurance concerns in the development
of software-dependent systems. There is also room for developing tools to assist in
managing the generation, gathering, evaluation, and preservation of enormous
amounts of security assurance evidence, and for preparing security assurance
cases that can be incorporated and delivered as part of the final product. We
are actively engaged in ongoing work in this area. We believe that such efforts,
founded on the principles of security-by-design, can dramatically improve assur-
ance efforts so that we can be confident in the operation of our ever-growing
collection of critical software-dependent systems.
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Abstract. Cancelable Biometrics have been gaining popularity due to
security and privacy concerns of an individual’s Biometric image(s). The
main objective in Cancelable Biometrics is to generate templates which
are non-invertible in nature and result from repetitive distortion of the
Biometric image. In this paper, we propose a novel framework for gen-
erating Cancelable Biometric templates using Visual Secret Sharing . In
the proposed scheme, n different shares are generated corresponding to
one Biometric image with the help of n − 1 other images called Cover
images. The generated Secret Shares are stored in a distributed man-
ner instead of the original Biometric image. For generating n shares, we
propose three different methods (M1) One Biometric image and n − 1
randomly chosen natural gray images (M2) One Biometric image with
n − 1 randomly permuted version of Biometric image (M3) Both Secret
image and Cover images are randomly permuted version of the Biometric
image. To show the efficacy of the proposed approach, we have used the
publicly available IIT Delhi Iris database (version 1.0). The performance
of these three approaches have been compared in terms of average Co-
relation Coefficient, False Accept Rate (FAR), False Reject Rate (FRR)
and Genuine Accept Rate (GAR), True Error Rate (TER) and True Suc-
cess Rate (TSR). The experimental results show that M3 performs best
among the proposed methods in terms of all the performance measures
and in qualitative terms.

Keywords: XOR · Cancelable · Random · Secret · Shares · Database

1 Introduction

Biometrics play an important role in everyday life due to its applications in
critical areas such as surveillance, ATM, access control, corpse identification [1],
etc. In today’s digital world scenario, security becomes a major issue in every
domain such as access control, border immigration control, website access con-
trol, forensic sector etc. The major drawback of traditional Biometric authen-
tication systems is that the original Biometric features or patterns of a person
are stored in a database. If some intruder succeeds in accessing the database,
then person’s original Biometric data may be compromised. Consequently, the
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security and privacy of a person may get breached. Due to burgeoning appli-
cations of Biometric systems, a person must use his or her Biometric in one or
other applications. In Cancelable Biometric technique a repetitive distortion is
applied on original features by various transformation functions. Finally, a dis-
torted pattern is obtained as shown in Fig. 1. Now, this distorted or meaningless
pattern is stored in the database instead of the original one. If intruder gets
success in accessing this database, then he or she will receive only transformed
or distorted template instead of the original one. The backbone of this technique
is its transformation function. This function should be non-invertible in nature
such that the intruder will not able to get original features by reverse engineering
process from the distorted Cancelable Biometric templates.

1.1 Motivation

Motivated by Visual Secret Sharing technique suggested by Deshmukh et al. [6],
we propose a novel approach for generating Cancelable Biometric template in
which one Biometric image and n − 1 other images are employed to generate
n Secret Shares. These n − 1 other images are called Cover images. Based on
how we can choose these Cover images, three schemes have been proposed as
discussed later. After generation of n Secret Shares, one is assigned to the user
and others are stored in the distributed database. The crux of the proposed
technique is that, when a user presents his/her Secret Share along with some
key such as PIN during the authentication phase, the corresponding shares will
be combined together to authenticate his/her identity. If the recovered image
results in a match, the probe is allowed access otherwise he/she is denied. The
matching is performed with similarity score and threshold.

The rest of the paper is organized as follows: Sect. 2 discusses the available
techniques in literature which focus on generation of Cancelable Biometric tem-
plates using Visual Secret Sharing. Section 3 describes three different proposed
methods for generation of Cancelable Biometric templates. In Sect. 4, experi-
mental set up and results have been presented and discussed. Some concluding
remarks and future directions are given in Sect. 5.

2 Related Work

In literature, there are various methods proposed by different authors for gen-
erating Cancelable Biometric templates. A Cancelable Biometric template must
possesses four important characteristics, viz. (i) Diversity, (ii) Reusability or
Revocability, (iii) Non-invertibility, and (iv) Performance. Recently, a compre-
hensive survey on various Cancelable Biometric is carried out by Manisha and
Kumar [4].

In recent scenario of Cancelable Biometric field, these template generation
methods are broadly classified into six major categories: (i) Cryptography based,
(ii) Transformation based, (iii) Filter based, (iv) Hybrid based, (v) Multimodal
based, and (vi) Other methods. For detail working of these methods, please
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Fig. 1. Generation of Cancelable Biometric Pattern from the original biometric after
applying various transformation functions

refer [4]. The proposed work comes under Cryptography based Cancelable Bio-
metric template generation method. This method is generally used for sending or
storing very sensitive or important information. In this method, with the help of
some transformation functions original message/information is totally changed
into another meaning less form. Various Cancelable template generation meth-
ods are available in literature e.g. Index of Max hashing [2], Hill Cipher based
encryption [8], Bio-Hashing [3], etc. Visual Secret Sharing Scheme (VSS) is a
variant of Cryptography based methods or Visual Cryptography [7]. In VSS,
we have a Secret image and other Cover images. Secret image is generally the
message which we need to hide and Cover images will help to hide this Secret
image. We can encrypt this Secret image with help of Cover images to various
distorted patterns, which are known as Secret Shares. The motivation behind this
technique is to provide more security in original Secret image. The key of this
technique is its Secret Shares. The original Secret image can only be recovered if
all of its corresponding Secret Shares are available. In this technique, among all
the generated Secret Shares, one share is given to the genuine user (correspond-
ing to which original Biometric image belongs) and others are usually stored in
decentralize database. At the time of authentication, the query user needs to
provide his/her share and corresponding to this share, other shares are fetched
from all decentralize databases using a key or PIN to authorize him/her. In VSS
(k, n) technique, original Secret will only be recovered if k out of n Secret Shares
are combined together. We cannot obtain the Secret by combining less than k
Secret Shares. In VSS (n, n) technique, the Secret will only recovered if all the
n Secret Shares are combined together, less than n Secret Shares will not reveal
any information about the Secret image.

In literature, various researchers have suggested Visual Cryptography based
methods for generation of Cancelable Biometrics templates in the domains of
iris [9–12], face [13], fingerprint [15] etc. Revenker et al. [12] have suggested a
method for Cancelable Biometric template in which firstly an image is segmented
using Circular Hough transform [11], secondly normalization is performed using
Daughman’s rubber sheet model [10] and lastly feature extraction is carried
out using Log-Gabor wavelets. Thereafter, pixel expansion using XOR function
is employed to encrypt the iris template thereby generating two Secret Shares
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typically called S1 and S2. The original iris template features can be formed by
stacking of these two Secret Shares. The main drawback of this method is only
color coding is used for encryption which is easy to break. Ross and Othman [13]
have proposed another method for Cancelable face template generation in which
two images similar to the Biometric image are selected from publicly available
datasets based on face geometry and appearance. Experiments were performed
on IMM and XM2VTS face datasets. Gray level Extended Visual Cryptography
Scheme (GEVCS) is employed for hiding the private image or Biometric image in
the selected host images or Cover images thereby generating two host sheets or
Secret Shares. The bottleneck of this method is to find the publicly available host
images or Cover images based on geometry and appearance which requires huge
computational resources. The authors have further extended the research work
[13] for other Biometrics modalities such as Iris and fingerprint [14]. Further,
Thomas and Babu [15] have generated Cancelable Biometric templates using
(2, 2) VSS technique on fingerprint images. Two Secret Shares are generated
using 4 subpixel layout using random basis column pixel expansion technique.
The original Secret image or Biometric image can be retrieved after combining of
these two Secret Shares using XNOR operation. The limitation of this method is
that this coding is only applicable on binary images. In all the methods discussed
above, pixel expansion is used for generation of Secret Shares [16].

To address all the above limitations, in this paper we have proposed a novel
framework for generating Cancelable Biometric templates using Visual Secret
Sharing. The proposed framework possesses several advantages as given below:

i) No pre-processing required
ii) No external Biometric dataset is required by the proposed framework
iii) The proposed method can work for gray scale images.

3 Proposed Method

In the proposed method, we generate n Secret Shares by employing one Secret
Biometric image and n − 1 Cover images. Based on how we use these Cover
images, we have proposed three different schemes:

M1: Original Biometric image is used as Secret image and n − 1 different
natural Gray images are chosen as Cover images.
M2: Original Biometric image is used as Secret image and n−1 Cover images
are generated from the Secret image by 2-D random permutation [5] of the
original image.
M3: Secret image as well as n − 1 Cover images, all are randomly permuted
version of the original Biometric image.
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Table 1. Acronyms used

S Secret image

C Cover images

SS Secret Shares

RM Reverse Matrix

IS Intermediate Shares

NI Number of Imposters

FA Number of False Acceptance

FR Number of False Rejection

NG Number of Genuine Users

FAR False Acceptance Rate

FRR False Rejection Rate

TER True Error Rate

TSR True Success Rate

GAR Genuine Acceptance Rate

ARM Authentication phase Reverse Matrix

AIS Authentication phase Intermediate Shares

MXOR XOR Matrix of Secret image and Cover Images

AXOR Authentication phase XOR Matrix of Secret Shares

Each of these methods M1, M2 and M3 are explained next. We have also pro-
posed two different Algorithms i.e. (i) Enrollment for Secret Shares generation,
and (ii) Authentication for Decryption to the original Biometric image. A list of
acronyms used in algorithms and rest of the paper is given in Table 1. Next, the
algorithms for Enrollment and Authentication are discussed.

Enrollment Algorithm
The step-wise details of Enrollment are given in Algorithm 1. The inputs to the
Algorithm are (i) original Biometric image (i.e. Secret image S1) and n−1 Cover
images (C1,C2,C3, ....,Cn−1), while the outputs are n different Secret Shares. In
step 1, XOR (⊕) operation is performed among all the n input images and output
is stored in a matrix called M. Afterwards, reverse bit operation is performed
in left bit-wise reversal order of M and the result is stored as another matrix
RM . Next, Intermediate shares (Ii, i = 1, 2, ..., n) are generated by taking ⊕
of input images (Secret and Cover images) with Reverse Matrix (RM ). Lastly,
Secret Shares (SSi, i = 1, 2, ..., n) are generated using Intermediate Shares
(I1, I2, ..., In) as given in step 4 of the algorithm.

Authentication Algorithm
The step-wise details of Authentication are given in Algorithm2. The inputs
to the Algorithm are n Secret Shares (SS1,SS2, ...,SSn) while the outputs are
(i) recovered Secret image, and (ii) n − 1 Cover images. In step 1, XOR (⊕)
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operation is performed among all the n input images and output is stored in
a matrix called AM . Afterwards, reverse bit operation is performed in left bit-
wise reversal order of AM and the result is stored as another matrix ARM .
Next, Authentication Intermediate shares (Ai, i = 1, 2, ..., n) are generated by
taking ⊕ of Secret Shares and Authentication Reverse Matrix (ARM ). Lastly,
Secret Image (S1) and n− 1 Cover images (C1,C2,C3, ....,Cn−1) are recovered
using Authentication Intermediate Shares (A1,A2, ...,An) as given in step 4 of
the algorithm.

Algorithm 1: Algorithm for Secret Shares generation in Enrollment phase
Input: Secret image S1 and n − 1 Cover images C1,C2,C3, ....,Cn−1

Output: n secret shares SS1,SS2,SS3, ......,SSn

1 Calculate M = S1 ⊕ C1 ⊕ C2 ⊕ C3 ⊕ ........... ⊕ Cn−1

2 RM = ReverseBit (M)
3 Generate Intermediate Shares I1, I2, I3, ......, In as follows:

(i) I1 = S1 ⊕ RM

(ii) Ii = Ci−1 ⊕ RM for i = 2 to n
4 Generate Secret Shares SS1,SS2,SS3, ......,SSn as follows:

(i) SS1 = I1
(ii) SS2 = I2
(iii) SSi = Ii ⊕ Ii−1 ⊕ Ii−2 for i = 3 to n

Algorithm 2: Algorithm for retrieval of Secret and Cover images in
Authentication phase
Input: n Secret Shares SS1,SS2,SS3,SS4, .....,SSn

Output: one Secret image S1 and n − 1 Cover images C1,C2,C3, ......,Cn−1

1 Calculate AM = SS1 ⊕ SS2 ⊕ SS3 ⊕ ...... ⊕ SSn

2 ARM = ReverseBit (AM )
3 Generate Authentication phase Intermediate Shares A1,A2,A3, ......,An

Ai = SSi ⊕ ARM for i = 1 to n
4 Generate Secret image S1 and Cover images C1,C2,C3, ......,Cn−1

(i) S1 = A1

(ii) C1 = A2

(iii) Ci−1 = Ai ⊕ Ai−1 ⊕ Ai−2 for i = 3 to n

3.1 M1: Original Biometric Image (Secret) and n − 1 Natural Gray
Scale Images (Cover)

In this method, one Biometric image (S1) with n−1 different gray Cover images
(C1,C2, ..., Cn−1) are combined using XOR operation, which results in the for-
mation of M matrix. A reverse matrix RM is formed after taking the left bit-wise
reversal of the individual pixel value in M matrix, which results in generation
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of Intermediate Shares (Ii, i = 1, 2, ..., n). Further, XORing these Intermedi-
ate Shares results in generation of n different Secret Shares (SS1,SS2, ...,SSn)
as shown in Fig. 2. For experiment, one original Biometric image (S1) with two
Cover images (C1 and C2) are chosen, which results in generation of three Secret
Shares (SS1, SS2 and SS3). The main drawback of this method is that, it reveals
some Biometric information as shown in Fig. 2.

Fig. 2. Generation of Secret Shares using M1 (top row) Secret image (S1) and Cover
images (C1 & C2), (middle row) Intermediate Shares (I1–I3), (bottom row) Secret
Shares (SS1–SS3)

3.2 M2: Original Biometric Image (Secret) and n − 1 Randomly
Permuted Versions (Cover) of Original Biometric Image

In this method, original Biometric image (S1) and n − 1 Cover images (C1,
C2, ..., Cn−1) are combined. In contrast to M1, Cover images are Randomly
Permuted versions of Secret image (S1). For experimental work, we have chosen
one Biometric image (S1) with two Cover images (C1 and C2), which generates
three Secret Shares (SS1,SS2 and SS3). The main objective of any Cancelable
Biometric based technique is that, it should not leak any partial or full informa-
tion regarding its original features or Biometric image. The main disadvantage
with this method is, its Secret Share (SS1) reveals original Biometric informa-
tion as shown in Fig. 3. Hence, the user may be assigned any of the Secret Shares
except SS1.
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Fig. 3. Generation of Secret Shares using M2 (top row) Secret image (S1) and Cover
images (C1 & C2), (middle row) Intermediate Shares (I1–I3), (bottom row) Secret
Shares (SS1–SS3)

3.3 M3: Secret and Cover Images Are Randomly Permuted Version
of Original Biometric Image

In this method, both Secret image (S1) as well as n − 1 Cover images (C1,C2,
..., Cn−1) are Randomly Permuted versions of the original Biometric image
as shown in Fig. 4. For experiment work, one Secret image (S1) and two Cover
images (C1 and C2) are chosen, which results in generation of three Secret Shares
(SS1,SS2 and SS3). Among these three Secret Shares, one Secret Share is given
to the genuine user and other two Secret Shares are stored in the decentralized
database. The difference between this method with other two methods is that,
whole the Algorithm is applied on Randomly Permuted versions of the original
Biometric or Secret image. The main advantage of this technique over the other
methods i.e. M1 and M2 is that, Secret Shares generated using M3 do not reveal
any visual information about the original Biometric image, which is the major
requirement for any Cancelable Biometric based system. Another advantage with
this technique is, if anyhow an intruder accessed one or all Secret Shares, and tries
to retrieve original Biometric image and Cover images by reverse engineering
process. At the end, he/she will receive only Random Permuted version of Secret
image, which is again distorted one. This supports the non-invertible property of
this method for Cancelable Biometrics which makes it more secured than others.
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Fig. 4. Original iris image

4 Experimental Set Up and Results

For experiment work, one Biometric/Secret image and two Cover images are
selected for proposed three methods M1, M2 and M3, which results in gen-
eration of three Secret Shares as shown in Fig. 2, 3, and 5. Experiments are
performed on IIT Delhi Iris Database (version 1.0). This database consists of
1120 iris images collected from 176 males and 48 females between age group of
14–55 years. All the images are in bitmap (*.bmp) format with 320× 240 pixel
resolution. We have selected 10 users from database with 3 images corresponding
to each user (total of 30 images). We have performed two types of experiment:
(i) Intra Co-relation Coefficient (ii) Cross Co-relation Coefficient. In first one,
we have generated Secret Shares corresponding to all 3 images of individual
users separately. After this, we find the similarity between the original Shares
(S1,C1 and C2) and generated Secret Shares (SS1,SS2 and SS3) of individual
user respectively. This means, Co-relation between (S1 & SS1,C1 & SS2,C2 &
SS3) of single user. The motive behind doing this is to show, the dissimilarity
between the original Shares and generated Secret Shares of single user. In Cross
Co-relation Coefficient, we have calculated the Co-relation between Secret Shares
generated for individual user with Secret Shares of rest of users i.e Co-relation
between (SS1,SS2 and SS3) of user 1 with (SS1,SS2 and SS3) of other users
(2, 3, ...., 10) respectively. The rationale behind Cross Co-relation Coefficient is
to show, how individual user’s Secret Shares are not related to each other. This
supports the diversity characteristics of Cancelable Biometric based system i.e.
each generated template for different users should be different with others. The
Co-relation between the original Shares and generated Secret Shares should be
minimum. Lower value of Co-relation results in higher security of Cancelable
Biometric system. Low Co-relation value is the major requirement in most Can-
celable Biometric based applications. It means that even if an intruder accessed
Secret Shares corresponding to genuine user by some forgery attacks, he/she will
be unable to access the original Biometric. This is due to no information leakages
by any Secret Shares about the original Shares. Hence, users original Biometric
will remain safe and secure by our proposed method M3.

The performance of the proposed schemes is also evaluated in terms of False
Accept Rate (FAR), False Reject Rate (FRR), Genuine Accept Rate (GAR),
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Fig. 5. Generation of Secret Shares using M3 (top row) Secret image (S1) and Cover
images (C1 & C2), (middle row) Intermediate Shares (I1–I3), (bottom row) Secret
Shares (SS1–SS3)

Table 2. Performance of the proposed methods on IIT Delhi iris dataset by Intra
Co-relation Coefficient

Method Average Intra
Co-relation Coefficient

Method 1 0.3400

Method 2 0.0079

Method 3 0.0077

Table 3. Performance of the proposed methods on IIT Delhi iris dataset by Cross
Co-relation Coefficient

Method Average Cross
Co-relation Coefficient

Method 1 0.3800

Method 2 0.0158

Method 3 0.0157
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True Error Rate (TER) and True Success Rate (TSR). Here NI and NG are
total number of imposters and total number of genuine users respectively. The
performance measures are computed as follows:

FAR = FA/NI (1)

FRR = FR/NG (2)

GAR = 1 − FRR (3)

TER = (FA + FR)/(NG + NI) (4)

TSR = 1 − TER (5)

In above performance measures, FAR is defined as how many imposters are
accepted as genuine users by the system. In other words, it can be defined as
number of impostors scores exceeding the threshold. FRR is defined as how many
genuine users are rejected by the system. It is defined as number of genuine
user(s) scoring less than threshold. GAR is defined as the number of actual
genuine users accepted by the system. TER stands for true error rate of the
system as we can see by Eq. 4 while TSR is true success rate of the system which
denotes the accuracy of the system.

4.1 Discussion

As shown in Fig. 2, it can be observed that in method M1, Secret Shares that have
been generated reveal some amount of information about the original Biometric
and the Biometric trait can be easily guessed by the intruder. Another important
requirement in method M1 is that two natural images are required for generation
of Secret Shares. For method M2, there is no requirement of external natural
images but the first Secret Share still reveals information about the Biometric
modality. Rest of the Secret Shares do not reveal any visual cues about the
Biometric. Lastly, in method M3, Secret image as well as Cover images, all are
randomly permuted versions of the original Biometric image and we are able to
achieve satisfactory performance in terms of generated Secret Shares.

Average Intra Co-relation and Average Cross Co-relation values are also
depicted in Tables 2 and 3. The average Intra Co-relation value of M3 is 97.74%
is better than M1 and 2.53% better than M2. The average Cross Co-relation
value of M3 is 95.87% better than M1 and 0.63% better than M2. Lower value
of Co-relation signifies the lower Co-relation among the Shares. In our result,
Tables 2 and 3, we can see M3 has best value of Intra Co-relation as well as Cross
Co-relation than M1 and M2.

Ideally, the performance measures FAR, FRR and TER should be close to 0
while GAR and TSR should be close to 1. The experimental results for all the
three methods in terms of above five performance measures are shown in Table 4.
It is easy to observe that the performance of M3 is best among all the proposed
methods across all the performance measures. In respect of FAR, method M3
is 50.06% and 44.52% better than M1 and M2 respectively. Similarly in terms
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of FRR, method M3 is 87.22% more effective than M1 and 59.99% than M2
respectively. The performance of M3 in terms of GAR is more than 93% which
is better than M1 and M2 by 95.33% and 12% respectively. True Error Rate
(TER) for M3 is 85.05% and 41.71% better than M1 an M2 respectively while
True Success Rate (TSR) of M3 is 60.58% and 49.80% better than M1 and
M2 respectively. Hence, we can say that M3 performs best in terms of all the
performance measures. This is also shown by marking the numerical values in
bold for the best method in Table 4.

Table 4. Performance measures of proposed methods

Method FAR FRR GAR TER TSR

M1 0.0741 0.5222 0.4778 0.4160 0.5840

M2 0.0667 0.1667 0.8333 0.1067 0.8933

M3 0.0370 0.0667 0.9333 0.0622 0.9378

5 Conclusion and Future Work

In this paper, a solution for Cancelable Biometric template generation using
Visual Secret Sharing is proposed. For this purpose, n Secret Shares are gen-
erated corresponding to one Biometric image and n − 1 Cover images. Three
different methods for generating Cancelable Biometric Templates using Visual
Secret Sharing technique have been proposed i.e. M1, M2 and M3 in which origi-
nal Biometric image, natural gray scale images and randomly permuted versions
of original Biometric have been used in various combinations. The performance
of above methods are measured in terms of Co-relation Coefficient, FAR, FRR,
GAR, TER and TSR. Among the three proposed schemes, M3 performs best in
terms of all the performance measures. The drawback of method M1 is that the
Secret Shares reveal some information about the original Biometric. Moreover,
the average Intra and Cross Co-relation Coefficient is also very high as compared
to methods M2 and M3. Similarly, M2 also reveals some information about the
original Biometric but only in the first Secret Share and significantly improves
the Intra and Cross Co-relation Coefficient than M1. In method M3, none of
the Secret Shares leaks any information about the original Secret image and
Cover images. However, the storage space requirement for Secret Shares puts
extra burden for computational resources and is dependent upon the number of
Secret Shares generated. In future, we shall explore this domain by generating
the Secret Shares in some other manner and which can give better performance
than the one proposed currently.
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Abstract. In this paper, we propose an integrated safe and secure app-
roach for operation in automotive cyber-physical systems (CPS). The
proposed approach incorporates a novel protocol for authentication and
secret key establishment for electronic control units (ECUs) in automo-
tive CPS. The approach leverages certificates and elliptic curve cryp-
tography (ECC) for authentication and secret key establishment, and
symmetric encryption and hash-based message authentication codes for
providing confidentiality and integrity, respectively, for messages on in-
vehicle bus. To incorporate safety primitives, the approach leverages mul-
ticore ECUs and provide fault tolerance by redundant multi-threading
(FT-RMT), FT-RMT enhanced by quick error detection (FT-RMT-
QED), and FT-RMT with lightweight check-pointing (CP). The pro-
posed approach ensures that the simultaneous integration of security and
safety primitives in intra-vehicle ECU communication does not violate
real-time constraints of automotive CPS applications. We demonstrate
the proposed approach through a steer-by-wire case study. Results verify
that our proposed approach integrates confidentiality, integrity, authen-
tication, and secret key establishment in intra-vehicle networks without
violating real-time constraints even in the presence of errors in compu-
tation and transmission.

Keywords: Automotive · Cyber-physical systems · Fault tolerance ·
Security · Authentication · Key establishment

1 Introduction and Motivation

Modern vehicles are equipped with a multitude of sensors, radio interfaces, and
digital processors, also known as electronic control units (ECUs), that are con-
nected with each other via in-vehicle networks, such as controller area network
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(CAN), CAN with flexible data-rate (CAN FD), local interconnect network
(LIN), and media oriented systems transport (MOST) [12]. However, most of
the contemporary automotive ECUs and in-vehicle networks do not have built-
in security and/or safety primitives thus making automotive systems susceptible
to security and safety vulnerabilities. Attackers can infiltrate into in-vehicle net-
works through a compromised ECU and can read/alter messages, which enables
the attackers to control many safety critical systems such as disabling brakes,
stopping the engine, opening doors, changing heating and cooling, and turn-
ing on/off lights [8,11]. Cyber-physical attributes of modern automotive sys-
tems directly relates security vulnerabilities to automobile’s physical safety and
dependability.

In addition to security vulnerabilities, modern automobiles are also suscep-
tible to electronic failures. Harsh operating environments, external noise, and
radiations make automotive cyber-physical systems (CPS) susceptible to perma-
nent, transient and intermittent faults. Automotive CPS have stringent safety
requirements as stipulated by ISO 26262 [6]. ISO 26262 requires that at least
one critical fault must be tolerated by automobiles without loss of functionality.
Thus, both security and safety primitives need to be incorporated in automotive
CPS. However, simultaneous integration of security and safety in automotive
CPS is challenging. The biggest challenge in the simultaneous integration of
security and safety is to avoid violation of the automotive CPS application’s
hard real-time constraints.

Previous works [12,14] have incorporated symmetric cryptography primi-
tives, such as advanced encryption standard (AES) for confidentiality along with
hash-based message authentication code (HMAC) for message integrity. The
symmetric cryptography, however, requires pre-shared symmetric keys between
communicating parties. Most of the existing works assume that these keys are
pre-programmed by the original equipment manufacturers (OEMs) during vehi-
cle manufacturing. Nevertheless, OEMs tend to use identical keys across series
of ECUs and even vehicles, which makes an entire series of ECUs and vehicles
vulnerable to security attacks when a single key is compromised. Furthermore,
stored symmetric keys can be easily extracted using side-channel analysis (SCA)
attacks, which render storage of permanent symmetric keys in ECUs susceptible
to vulnerabilities.

In this paper, we propose a safe and secure approach for symmetric (ses-
sion) key establishment as well as regular operation in automotive CPS. The
proposed key establishment protocol eliminates the need for storing symmetric
keys permanently in ECUs thus preventing an attacker from gaining access to
symmetric keys through SCAs. Our proposed scheme ensures that only authen-
ticated ECUs can participate in communication over the intra-vehicle network.
The ECU authentication and secret key establishment in our approach lever-
ages certificates and elliptic curve cryptography (ECC). ECC is chosen over
other asymmetric cryptography approaches (e.g., RSA, Elgamal) because ECC
provides higher security with comparatively shorter key lengths. ECC implemen-
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tations, therefore, have lower computation complexity and are more suitable for
applications having real-time deadlines such as automotive CPS.

To address the safety requirements stipulated by ISO 26262 [6], we have
incorporated various fault tolerance (FT) approaches such as FT by redundant
multi-threading (FT-RMT), FT-RMT enhanced with quick error detection (FT-
RMT-QED), and FT-RMT with checkpointing (FT-RMT-CP). Our main tech-
nical contributions are as follows:

– Proposal of an integrated safety and security approach that simultane-
ously incorporates security (key establishment, confidentiality, integrity, and
authentication) and FT primitives while adhering to real-time constraints
of automotive CPS. We demonstrate this approach through a steer-by-wire
(SBW) case study.

– Proposal of a certificate-based authentication scheme for ECUs leveraging
ECC to ensure that only authenticated ECUs can participate in in-vehicle
communication.

– Proposal of a novel symmetric (session) key establishment protocol to enable
the ECUs to communicate securely over the in-vehicle networks.

– Safety integration through various FT approaches such as FT-RMT, FT-
RMT-QED, and FT-RMT-CP.

The rest of the paper is organized as follows. Section 2 discusses related work.
Section 3 presents the proposed integrated safety and security approach. The
proposed certificate-based ECU authentication and symmetric key establishment
mechanisms are elaborated in Sect. 4. Section 5 discusses the SBW system and
its timing model, which is used as a case study to verify our proposed approach.
Section 6 discusses the results. Finally, Sect. 7 presents concluding remarks.

2 Related Work

Many previous works have studied security of automotive systems. Koscher
et al. [8] analyzed internal and external attack surfaces through which an attacker
could control automotive subsystems. The authors practically demonstrated
an attack on a car through onboard diagnostics (OBD) port by using a self-
developed software. The authors successfully controlled radio, instrument panel
cluster, body controller, engine, brakes, and heating, ventilation, and air con-
ditioning (HVAC) subsystems. Rouf et al. [5] studied the security and privacy
of a tire pressure monitoring system (TPMS). Huang et al. [4] classified the in-
vehicle network in three different layers: control layer, middle layer and external
interface layer, and studied the security vulnerabilities at each layer. All these
works have motivated the necessity of security and authentication mechanisms
within in-vehicle networks for realizing secure and dependable automotive CPS.

Lin et al. [9] proposed integration of message authentication codes (MACs)
in CAN data frames to prevent masquerade and replay attacks. Wolf et al. [17]
proposed a vehicular hardware security module (HSM) that provided hardware
support for symmetric cryptography, asymmetric cryptography, hash function,
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and pseudorandom number generator. However, the HSM did not support any
FT features which are crucial for safe operation of modern automobiles. Fassak
et al. [2] proposed a protocol for authenticating ECUs and establishing session
keys between them on the CAN bus using ECC. However, if a new ECU was
added to the CAN bus, the protocol required the storage of all other ECUs to be
updated with the public key of the new ECU. Furthermore, the protocol utilized
truncated MACs which could increase the probability of collision between hashes.

The safety for automotive embedded system has been studied in some pre-
vious works. Beckschulaze et al. [1] have studied different FT approaches on
dual-core micro-controllers. Munir et al. [12] and Poudel et al. [14] have pro-
posed multicore ECU based design for secure and dependable cybercars. How-
ever, these works did not discuss symmetric key establishment and distribution
for automotive CPS.

3 Integrated Safety and Security Approach

Fig. 1 provides an overview of our proposed integrated safe and secure approach
for cybercar design. In this work, we focus on CAN FD as the vehicular network,
however, our approach is equally applicable for CAN and FlexRay. The figure
shows the operations involved at both the sending and receiving CAN FD nodes
to integrate safety and security primitives.

3.1 Safety

To address the safety requirements stipulated by ISO 26262 [6], we incorporate
various FT approaches such as FT-RMT, FT-RMT-QED, and FT-RMT-CP.
The FT-RMT uses two different threads and a dual-core architecture to compute
the same safety-critical computation. The results of the two threads are matched
at the end of the computation to detect any error. If an error occurs during com-
putation, recomputation is carried out in both the threads. This recomputation
fixes the errors that are caused by transient faults which constitutes major-
ity of errors in automotive CPS. The FT-RMT-QED enhances FT-RMT with
quick error detection (QED) mechanism [12]. In FT-RMT-QED, the main thread
executes original instructions and the check instructions, which are inserted at
different points in the program/computation, whereas another thread executes
duplicated instructions. The FT-RMT-QED permits earlier detection of errors
in the program via inserted checks as compared to error detection at the end of
the program in FT-RMT. The FT-RMT-CP introduces checkpoints at various
portions of the safety-critical code. When an error/fault occurs in the program,
the execution resumes from previous (last) checkpoint, which removes the need
of re-executing the whole program during errors. The checkpoint is lightweight
because the checkpointing in FT-RMT-CP stores minimum state information
just enough to resume the computation.
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3.2 Security Threat Model

Assuming an adversary has gained access to in-vehicular network, this section
briefly discuses the associated security threat model against which our proposed
approach provides resilience [12,14].

Threat 1—Passive Eavesdropping & Traffic Analysis: An attacker may
perform passive eavesdropping which means he/she can sniff, steal, and analyze
all the traffic information from intra-vehicular network to obtain critical infor-
mation about driver, vehicle, and navigation routes, which can put the driver
and passenger at great risk.

Threat 2—Active Eavesdropping & Message Injection: An attacker may
conduct spoofing attacks by actively injecting/modifying messages in the in-
vehicle network. Moreover, by injecting well targeted messages, an adversary
might be able to gain additional information from the system reaction via active
eavesdropping.

Threats 1 and 2 are possible in the absence (or breaking) of data confiden-
tiality, integrity, and authentication in in-vehicle networks. To address the threat
of active and passive attacks, security primitives can be incorporated, such as
encryption for providing confidentiality to discourage passive attacks and mes-
sage authentication codes to discourage active attacks.

Threat 3—Key Extraction from Storage: The approaches that can be used
to counter Threats 1 and 2 typically use symmetric key cryptography because
of less computation overhead as compared to public key cryptography. The sym-
metric key cryptography, however, requires a symmetric key which the previous
works [12,14] assume is stored in a secure memory. However, an adversary can
conduct SCAs on memory to extract the stored symmetric key, which can com-
promise not only the single ECU or single vehicle but may also compromise a
whole series of vehicle, because same series of ECUs tend to use the same sym-
metric key. To tackle Threat 3, a symmetric key needs to be generated during
vehicle startup to prevent key extraction attacks from storage. Furthermore, the
key needs to be refreshed periodically to prevent replay attacks. The proposed
approach develops a solution for symmetric key generation and distribution for
automotive systems.

3.3 Security

To provide resilience against the considered threat model (Sect. 3.2), we use AES-
128 for providing message confidentiality and HMAC based on SHA-3 (Secure
Hash Algorithm-3) for ensuring message integrity. The proposed approach uses
“encrypt-and-MAC”. The receiving node decrypts the message and compare the
HMAC calculated on the receiving side with the one received from the sender. If
the two HMACs are equal, the message is authentic otherwise the message has
lost its integrity. Another key aspect of the proposed approach is ECU authen-
tication and key establishment. Our proposed approach incorporates a central
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security module (CSM), which is responsible for ECU registration, authentica-
tion, and symmetric key establishment. In Fig. 1, CA is certificate authority that
generates the necessary keys (i.e., public and private keys) for all ECUs and the
CSM. The CA has its own public and private keys. The CA’s public key is shared
with all ECU nodes, whereas the private key is stored secretly. The CA can be
automotive OEM.

4 Authentication and Secret Key Establishment

This section discusses the proposed certificate-based ECU authentication and
symmetric key establishment mechanisms.

4.1 Certificate Generation

Each ECU i ∀ i ∈ {1, 2, . . . , nE}, where nE denotes the total number of ECUs
on the in-vehicle bus, will have a public key kpub,Ei

and a private key kpr,Ei
,

that is, kEi
= (kpub,Ei

, kpr,Ei
). The CA is responsible generating these public

and private keys for each ECU. The CA also generates the certificate for each
ECUi by combining the ECU’s public key kpub,Ei

and its identity IDEi
with

the signature SEi
generated over kpub,Ei

and IDEi
using the private key of the

CA kpr,CA. The ID of each ECU is assigned by the OEM (e.g., an ECU’s serial
number can serve as the ECU’s ID).

4.2 ECU Authentication

In our approach, authentication of ECUs is done by certificate verification. By
using kpub,CA, we can verify if the signature is legitimate or not. The approach
uses elliptic curve digital signature algorithm (ECDSA) [10] for the signature
generation and verification.

4.3 Symmetric Key Establishment Protocol

After verifying all the ECUs, the CSM generates new symmetric key and dis-
tributes it to all ECUs, the process known as key establishment. This process
is repeated after certain time period T to refresh the keys periodically. Figure 2
presents the proposed certificate-based protocol for symmetric key establish-
ment. The proposed protocol comprises of five key steps as described below.

Step 1: At the vehicle start up, the CSM advertises/broadcasts its public key, ID,
and certificate to all other ECUs in the vehicle. All ECUs verify the authenticity
of CSM.

Step 2 (ECU Side): After CSM authentication, the ECU i which requires reg-
istration or authentication generates a random nonce ri. For authentication of
ECU i, its certificate and nonce is sent to the CSM in encrypted form because
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Fig. 2. Proposed symmetric key establishment protocol.

only the CSM (and no other malicious ECU) should be able to retrieve the cer-
tificate and nonce of the ECU i. Hence, a common secret is generated using the
private key of ECU i and the public key of CSM, which is then transformed to
obtain local key klocal. The local key is used to encrypt the message (ECU i cer-
tificate and ri) and generate HMAC of the message hm. The encrypted message
mr

Ei
and hm are concatenated (mr

Ei
||hm) and sent to the CSM. Here, HMAC is

appended to the message to maintain the message integrity.

Step 2 (CSM Side): While ECUs are authenticating the CSM, the CSM gener-
ates a new symmetric keys ksym and the lifetime T for ksym.

Step 3: After receiving the request message mr
Ei

along with the hash hm, the
CSM verifies the HMAC to find out the integrity of the message. To calculate
the HMAC at CSM, the CSM needs to have local key klocal which was used at
ECU side (step 2). The local key is again generated using the common secret of
private key of CSM and public key of ECU i. After verification of HMAC, the
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CSM decrypts the message, and verifies the certificate CertEi
using the public

key of CA. After this verification, the CSM encrypts the generated symmetric
keys ksym (in step 2 at CSM), nonce ri, lifetime T , and ID of the CSM IDCSM ,
denoted as message yEi

with klocal. The CSM also calculates the hash hy of
yEi

and then send this response message yEi
concatenated with hy back to the

ECU i.

Step 4: The received message packet yEi
is tested for message integrity by verify-

ing the HMAC, and then decrypted by the ECU i using its local key (generated
in step 2). The ECU i also verifies the random nonce ri received from the CSM
and its original random nonce. Furthermore, the ECU i verifies IDCSM with the
one obtained from the CSM certificate in Step 1. After successful verification,
the ECU accepts the symmetric key ksym.

Step 5: Finally, the CSM broadcast SYNC (synchronization) message instructing
all ECUs to use the newly generated symmetric key for time T .

Each ECU starts communicating with other nodes using this newly estab-
lished key for symmetric encryption and HMAC for regular operation. After time
period T , each ECU requests for a new key for key refreshment by sending a
message request as in step 2 ECU side (Fig. 2). The CSM then distributes new
symmetric keys to ECUs as shown in Fig. 2. The proposed protocol uses ECC
for the computation of steps 2, 3 and 4 explained above. The algorithm used in
step 2(c, d, and e) and step 3(a, b, c, d) are based on the steps of elliptic curve
integrated encryption scheme (ECIES) [10].

5 Case Study: Steer-by-Wire Subsystem

A SBW system replaces the heavy mechanical steering column with an electronic
system. The SBW subsystem provides two functions: front axle (FA) control
(FAC) and hand-wheel (HW) force feedback (HWF). The FAC controls the wheel
direction according to hand-wheel, whereas HWF provides the mechanical like
feedback to hand-wheel. The rotation on hand-wheel is sensed by hand-wheel
sensors and sensed values are fed as the input to HW sensor (HWS) ECU1. HWS
ECU1 processes the information to determine the commands for the front axel
actuator (FAA) ECU1, which are then sent through the in-vehicle network (e.g.,
CAN FD bus) to the FAA ECU1. The FAA ECU1 processes the received CAN
FD packet to extract the commands sent from HWS ECU1 and then turns the
actuators accordingly to rotate the wheels. In this work, we only focus on FAC
part to compute the response time and error resilience of our proposed approach.

The delay between the driver’s request at HWS and the corresponding
response at FAA has significant impact on the reliability of SBW subsystem.
The end-to-end delay/response time (τr) is regarded as a quality of service (QoS)
metric, however, it becomes a reliability metric, which can be defined in terms
of behavioral reliability, if this delay exceeds a critical threshold value τ r

max as
the driver can lose control of the vehicle beyond this threshold. The behavioral
reliability is the probability that the worst-case response time is less than the
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critical threshold. This threshold value is defined by automotive OEMs. The
response delay τr time is given by following equation

τr = τp + τm + τs, (1)

where, τp is pure delay, τm is mechatronic delay, and τs sensing delay. The mecha-
tronic delay is introduced by the actuators (electric motor in SBW system case).
The sensing delay is the delay introduced due to sensing and sampling of mea-
surements. Since τm and τs can be bounded by a constant and can vary for
different kind of sensors and actuators, we focus on τp for our analysis [16]. Here
τp includes ECUs computational delay for processing the control algorithm, com-
putational delay for processing the incorporated security and safety primitives,
and transmission delay including bus arbitration. To ensure safe operation of the
vehicle as governed by behavioral reliability, τp should be less than or equal to
the maximum tolerable pure delay τmax

p , that is, τp ≤ τmax
p . Mathematically, τp

for the FAC function can be written as,

τp = rcc1 · τecu1
hws + rtc · τbus + rcc2 · τecu1

faa ≤ τmax
p , (2)

where τecu1
hws and τecu1

faa denote the computation time at HWS-ECU1 and FAA-
ECU1, respectively; τbus represents the transmission time for a message on in-
vehicle bus from HWS-ECU1 to FAA-ECU1; rcc1 and rcc2 represent the number
of recomputations that are needed to be done at HWS-ECU1 and FAA-ECU1,
respectively; and rtc represents the number of retransmissions required for an
error-free transmission of a secure message over in-vehicle bus.

The pure delay τp for FAC can be considered for two cases: (i) delay during
regular operation τR

p , and (ii) delay during key refreshment operation τK
p .

1. Delay During Regular Operation: The delay during regular operation
comprises of encryption/decryption and HMAC computation delay at the send-
ing and receiving nodes plus the message transmission delay on in-vehicle net-
work, that is,

τR
p = rcc1 · τecu1,R

hws + rtc · τbus + rcc2 · τecu1,R
faa ≤ τmax

p , (3)

where τecu1,R
hws and τecu1,R

faa denote the computation time at HWS ECU1 and FAA
ECU1, respectively, during regular operation.

2. Delay During Key Refreshment Operation: The delay during key
refreshment operation comprises of the delay during regular operation and the
delay due to key refreshment operation. The τK

p for the CSM refreshing the key
for HWS ECU1 (Fig. 2) can be written as

τK
p = rcc1 · τecu1,R

hws + rtc · τbus + rcc2 · τecu1,R
faa + rcc3 · τecu1,K

hws ≤ τmax
p , (4)

where τecu1,K
hws denotes the delay for key refreshment at HWS ECU1 and rcc3

represents recomputations required to yield an error-free result at HWS ECU1.
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6 Result and Discussion

6.1 Experimental Setup

For ECC implementation in key establishment protocol, we have used a prime
field curve P-192 from NIST [3]. We have used AES-128 for providing confiden-
tiality and SHA-3 256 for providing message integrity. We have implemented the
proposed approach that includes ECU authentication, and key establishment
protocol in NVIDIA’s Jetson TX2 platform, which has four 64-bit ARM Cortex-
A57 cores running Ubuntu 14.04.4 LTS at 2.0 GHz. The future generations of
automotive ECUs are expected to possess comparable compute capabilities [13].
The code for providing confidentiality, integrity, authentication, and key estab-
lishment is written in C language. OpenMp is used for FT-RMT implementa-
tion. For the SBW system, we assume the steering wheel sensor sampling rate
of 400 Hz, which corresponds to the sampling/sensing delay τs of 2.5 ms [7]. We
simulate our SBW system in Vector CANoe [15].

6.2 Timing Analysis

We have measured the timing response of the key-establishment process in dif-
ferent FT settings. For timing analysis, we inject soft errors at different points
in the program. Our approach emulates bit flipping in the program/memory due
to noise and/or radiation from the environment.

Performance Analysis of Key Establishment: Table 1 shows execution
times of different steps of the key establishment protocol (Fig. 2) in various FT
operational modes assuming no error in the program/computations. Table 1 does
not depict computation time for Step 1 and Step 5 because in these steps, CSM
broadcasts a precomputed message packet, which does not require computation.
Results indicate that the overhead incurred by various FT approaches is insignif-
icant (less than 1%) because computation time of the protocol steps is large as
compared to the overhead.

Effect of Errors on Performance: Table 2 shows the execution time of Step
2 on ECU side of the key establishment protocol (Fig. 2) in the presence of
errors. In this experiment, a single soft error is injected at different points in
the program. If a single error occurs in FT-RMT mode, the entire function
is recomputed to rectify the error as the error is detected at the end of the
computation in FT-RMT. This results in the computation time with error to be
2× of the computation time without the error. In FT-RMT-QED, if the error
occurs during the start of program/computation, the computation overhead is
much less as compared to FT-RMT. However, if error occurs near the end of the
computation, the computation overhead is almost the same as that of FT-RMT.
The FT-RMT-CP only repeats the execution of those parts where the error
has occurred and thus the recomputation overhead depends on the size of code
between the two checkpoints. Results indicate that FT-RMT-CP performs best
as compared to other FT approaches and considerably reduces the computation
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time when error occurs near the end of computation. For example, FT-RMT-CP
provides 44.21% and 43.94% reduction in computation time as compared to NFT
and FT-RMT-QED, respectively, when the error occurs in ECC encryption of
Step 2 on ECU side.

Table 1. Performance analysis of key establishment

Operational modes Algorithm steps (time in µsec)

Step 2 Step 3 Step 4

ECU side CSM side CSM side ECU side

NFT 5214.63 216.51 5224.71 1563.63

FT-RMT 5259.53 219.80 5226.57 1565.86

FT-RMT-QED 5306.83 220.42 5300.08 1571.29

FT-RMT-CP 5352.41 219.71 5300.93 1585.75

Table 2. Effect of errors on performance (for Step 2 ECU side)

Error location Operational modes (time in µsec)

NFT FT-RMT-QED FT-RMT-CP

@ Verification of certificate 10223.79 8483.39 8760.96

@ Key generation for ECC 10191.91 9951.42 6837.83

@ ECC-encryption 10202.22 10153.84 5692.02

@ ECC-HMAC 10323.72 10224.69 5747.74

Performance Analysis of Checkpointing: Fig. 3 shows the execution time
of Step 3 of the key establishment protocol (Fig. 2) with varying number of
checkpoints and multiple errors injected at different points in the computation.
The number of checkpoints varies from one to six whereas the number of errors
introduced varies from one to five. The errors have been uniformly distributed
over the program in order to provide a fair evaluation. Results indicate that
as the number of errors increases, the computational time increases linearly.
Furthermore, as the number of inserted checkpoints increases, the time required
to rectify the error decreases and thus the overall computation time decreases.

Performance Analysis of Regular Operation: Table 3 shows the temporal
performance of regular operation, which comprises of encryption/decryption of
2 blocks of 128-bit AES and a 256-bit HMAC, at sender and receiver nodes. The
results show that encryption and HMAC at the sender node takes longer time as
compared to decryption and HMAC at the receiver node. This is because at the
receiver node, the decryption computation is accelerated by using precomputed
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Fig. 3. Effect of checkpoints and errors on performance.

tables. We observe that FT-RMT at the sender node has 16.2% overhead and
the receiver node has 25.2% overhead.

Table 3. Timing of regular operation at sender and receiver nodes

Operational mode Sender node (µsec) Receiver node (µsec)

NFT 130 87

FT-RMT 151 109

6.3 Feasibility Analysis

We have conducted the feasibility analysis of the proposed approach (including
the key establishment protocol) to verify that the proposed mechanisms do not
violate the real-time constraints of automotive CPS. From extrapolation of QoS
score S versus τp [16], we determine that for S of 11.08, the critical limit for τp
is 16 ms.

Regular Operation: As shown in Table 3, the computational time at the sender
node for encryption (2-blocks of 128-bit) and HMAC (256-bit digest) is 0.151 ms,
and the computational time at the receiving node for decryption and HMAC
is 0.109 ms. The message transmission time using CAN FD obtained through
Vector CANoe simulations is 0.12 ms (for a packet of 512 bits) [14]. The total
computational and transmission delay without error is 0.38 ms (i.e., 0.151 ms +
0.109 ms + 0.12 ms) for one 512-bit packet of CAN FD (payload of CAN FD
is 64 bytes). Furthermore, in a period of 16 ms at least 6 readings are taken
by the HW sensor as �τmax

p /τs� = �16ms/2.5ms� = �6.4� = 6. Considering
one block of AES can store the reading of one sample, 3 CAN FD frames (as



558 N. K. Giri et al.

1 frame contains two AES blocks and thus can hold 2 sensor readings) need to
be transmitted within a period of 15 ms without losing any sample value. We
note that for CAN protocol, the encrypted and HMAC-ed message transmission
would require multiple CAN frames [12].

To resolve the errors in computation, FT-RMT performs recomputation and
in case of errors in transmission, erroneous packets are retransmitted. For this
study, we assume that in one end-to-end communication, at most two errors
can occur in each component/node (i.e., maximum two errors at the sender
node, two errors at the receiver node, and two errors in transmission) in the
worst case. Experimental results reveal that the total time taken to resolve (i.e.,
recomputation in case of computation errors and retransmission in case of trans-
mission errors) two errors occurring in each of the components (sender, receiver,
transmission) is 0.76 ms. Hence, within τmax

p of 15 ms and for 3 packets, time
taken to compute and resolve at most 2 errors is 2.28 ms. These results verify
the feasibility of regular operation (Sect. 5) of SBW system using the proposed
approach.

Key Establishment and Refreshment: We also measure the timing of key
establishment and refreshment protocol. Considering that each of the commu-
nication messages between the ECU and the CSM in the key establishment
protocol can be accomplished with one CAN FD packet, then using results from
Table 1, the time taken for the key establishment protocol using FT-RMT-CP
can be calculated as 0.12 ms (Step 1 communication) + 0.22 ms (Step 2 CSM
side) + 5.35 ms (Step 2 ECU side) + 0.12 ms (Step 2 communication) + 5.3 ms
(Step 3) + 0.12 ms (Step 3 communication) + 1.58 ms (Step 4) + 0.12 ms (Step
5 communication) = 12.93 ms. The time taken for key refreshment is 12.81 ms
(12.93 ms − 0.12 ms = 12. 81 ms) since key refreshment takes Steps 2 to 5 in
Fig. 2. These results verify that the key refreshment can take place along with
the regular operation within the time constraints specified by desired QoS, that
is, 12.81 ms + 2.28 ms = 15.09 ms ≤ 16 ms, even in the presence of faults. Hence,
these results verify the feasibility of the proposed key establishment and refresh-
ment protocol for automotive CPS.

7 Conclusion

In this paper, we have proposed a safe and secure approach for secret key estab-
lishment and operation in automotive cyber-physical systems (CPS). The pro-
posed approach realizes authentication and symmetric key establishment using
certificates and ECC. To incorporate safety, the proposed approach leverages
multicore ECUs and various FT approaches such as FT-RMT, FT-RMT-QED,
and FT-RMT-CP. Results reveal that FT-RMT-CP performs best as compared
to other FT approaches. Furthermore, results verify that our proposed approach
provides confidentiality, integrity, authentication, and secret key establishment
in intra-vehicle networks without violating real-time constraints of the vehicle
even in the presence of errors in computation and transmission.
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Abstract. Clustering large and heterogeneous data of user-profiles from
social media is problematic as the problem of finding the optimal number
of clusters becomes more critical than for clustering smaller and homo-
geneous data. We propose a new approach based on the deformed Rényi
entropy for determining the optimal number of clusters in hierarchical
clustering of user-profile data. Our results show that this approach allows
us to estimate Rényi entropy for each level of a hierarchical model and
find the entropy minimum (information maximum). Our approach also
shows that solutions with the lowest and the highest number of clusters
correspond to the entropy maxima (minima of information).

Keywords: Hierarchical clustering · Rényi entropy · Number of
clusters · User profiles · Online social networks

1 Introduction

The importance of information as a resource in modern society is growing sig-
nificantly due to the high speed of dissemination and importance for decision-
making. At the same time, online social networks (OSN) increasingly become
more critical infrastructure in the process of disseminating information. On the
one hand, networks represent the environment for the distribution of informa-
tion; on the other hand, networks themselves generate information capable of
affecting significantly economic and political preferences of people. The politi-
cal turmoils of recent years in various countries (the Arab Spring, the Occupy
Wall Street movement, the Ukrainian crisis), the apparent imbalance in news
coverage on various online platforms (i.e. the US presidential elections), gen-
eration of numerous fake informational events and their explosive distribution
through social networks demonstrate the need for a clear understanding of the
information transmission and transformation processes.

In the study of news dissemination through OSN, networks should be consid-
ered as complex social systems (complex systems), requiring the use of various
methodologies. There are many models of news spread which account for net-
work topology [7], the role of ‘influential users’ [19] and the topical component of
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the distributed messages [2]. However, one of the critical factors in news spread
through OSN is a set of social attributes of users, such as gender, age, political
preferences or religious affiliation [14]. Thus, when analyzing the distribution of
information through OSN, it is necessary to solve the problem of estimating the
influence of users’ social attributes on the depth and speed of dissemination. This
problem can be solved either by constructing regression models [14,31], or by
including user features in a unified probabilistic framework [4]. However, despite
the importance of adding user attributes to a model for transmitting information
over OSN [12], the inclusion of a large set of features in probabilistic models is
a big problem due to their extreme heterogeneity.

Another solution is to cluster users on their features and reduce them to
one variable of ‘user similarity’. Accordingly, ‘user similarity’ can replace the
many user features in probabilistic models of information dissemination. How-
ever, clustering of OSN users by their socio-demographic characteristics with
classic models such as K-means, C-means or hierarchical model, despite the
developed techniques [23,26], causes problems, as it is necessary to determine
the right number of clusters. Moreover, our experience shows that such tech-
niques as the gap statistic [29], the jump method [27] or the elbow method [18]
are unable to find the optimal number of clusters on large user data from OSN.
These methods are developed on relatively small datasets and involve expensive
in terms of time and memory computations, which is a critical issue with large
data. Moreover, these approaches still require human judgment as to where is
the optimal number given a set of measures. Therefore, it is necessary to develop
other techniques for determining the optimal number of clusters.

In the framework of this work in progress, we consider the direction of ‘net-
work thermodynamics’ [8], which allows one to organize data clustering, or
rather, determine the number of clusters, based on the thermodynamic formal-
ism [25,32]. In this paper, an entropy approach is proposed for determining the
optimal number of clusters for profile data of OSN users with the classical hierar-
chical clustering method. In other words, rather than developing a new algorithm
of hierarchical clustering, we use classic algorithms and aim at determining the
optimal number of clusters (i.e., the optimal cut off) of a hierarchical solution.

The distinctiveness of the hierarchical method is in the construction of a
hierarchical structure (dendrogram) of folded clusters. Here, at the highest level
of a hierarchy, all nodes are assigned to one cluster, and at the lowest level,
each element is a separate cluster. Hence, one can determine the entropy of two
borderline situations and organize a search for the number of clusters inside
these boundaries.

2 Background

The study of complex systems with methods of statistical physics is a leading
stream in the network analysis research. Here one can distinguish several areas,
each with specific goals and tasks. One is the area of network modeling such
as Erdös-Rényi, Bollobás-Riordan, Watts-Strogatz models and other [6,11,22].
However, the other two areas are more relevant to our problem.
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The second area studies clustering models of network structures, where
researches develop metrics for graph partitioning [13]. For instance, when dealing
with large in terms of nodes and edges networks, researchers describe a network
with methods of statistical physics such as annealing models for modularity opti-
mization [8,15] or with thermodynamic formalism [9,32]. Additionally, the con-
cept of entropy, as in classic Gibbs-Shannon or Rényi-Tsallis definition based on
deformed logarithm, could be found in the literature of network analysis [24,28].
This area could be referenced to as the ‘network thermodynamics’ [8].

Another area is closely related to the two already mentioned and involves
models of hierarchical cluster analysis. Such clustering procedures attempt to
restore the structure as a dendrogram, or one may say that such procedure is
the sequential merging of smaller clusters into increasingly larger. One feature
of the hierarchical approach to data clustering is the formation of parent-child
relations, where parents are merged child clusters. In such a structure, the top
level has all nodes in one cluster, and the bottom level has each node in a separate
cluster.

When hierarchical clustering is applied to small data, where dendrogram is
no larger than ten levels, the analysis is not so problematic. However, when data
consists of several thousand or more units, the problem of choosing a dendrogram
cut (the number of clusters) becomes complicated. For hierarchical clustering,
the standard approach is to manually examine the dendrogram and try to put
a cut-off line so that the distance distributions below the line are more hetero-
geneous than the distributions above the line. However, this approach is often
ambiguous as it relies on human judgment. A solution to this problem could be
found with the thermodynamic formalism from non-extensive statistical physics.

We ground our approach in the following works. The first [25] is proposing
to search for the free energy minimum in data clustering. However, this criterion
is developed only for the K-means type of algorithms. The second work [28]
shows that the Tsallis entropy obtained with q-deformed Stirling formula may
be used to describe hierarchical statistical systems where each level has its value
of the Tsallis entropy. Such a description allows for exploring the hierarchical
structure using the Tsallis entropy. As for hierarchical cluster analysis, Gibbs-
Shannon entropy was used for evaluating solutions in [1,10].

Thirdly, we build on the work of Olemskoi, who proposed using the concept of
internal energy to describe a hierarchical system, which allows us to determine
the free energy of the entire hierarchical system, as well as at each level [24].
However, unlike Olemskoi, who considers the transition from level to level in a
hierarchical tree in terms of a diffusion process on branching trees, we propose
to view the transition process as a process of hierarchical clustering which is
characterized by the measure of the Rényi entropy. The Tsallis entropy could be
obtained from the Rényi entropy with simple transformations [3].

A similar use of the deformed Rényi entropy is considered in [20,21] for
clustering of large document collections. The tests showed that the minimum of
the Rényi entropy corresponds to the human choice of the number of clusters. At
the same time, the maximum of entropy corresponds the lowest and the largest
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numbers of clusters (from one-two to hundreds and more). In such cases, the
Rényi entropy becomes larger as the distribution of features becomes uniform.
However, these approaches have not been adapted for hierarchical models.

3 An Entropic Approach

Based on the discussed works, we formulate an entropic approach for determining
the optimal level (the number of clusters) in hierarchical clustering.

We start from the proposition by Beck that information is related to entropy
in the following way: S = −I [5]. Thus, information maximum corresponds to
entropy minimum. Next, we consider a set of objects (nodes) as a statistical
system. At the starting point, such a system is characterized by entropy max-
imum (information minimum) because at the initial state each object belongs
to a separate cluster. Next, we consider a number of clusters as a temperature
of such system which is a function of a level in hierarchical clustering. Given
that, the hierarchical clustering procedure transforms a system from the state of
maximum entropy to the state of the entropy minimum by changing the num-
ber of clusters (temperature). Therefore, the optimal clustering for large and
heterogeneous data would be at the state of the entropy minimum for a system.

In the framework of hierarchical clustering, one can find two borderline situ-
ations: (1) All objects belong to one cluster. Such clustering has minimal infor-
mation value, and, correspondingly, such solution has large entropy. (2) Each
object is a unique cluster where the probability that a particular object belongs
to a cluster is constant. In this case, as it is a uniform distribution, entropy is
also large.

A hierarchical clustering procedure constructs a hierarchical tree, where each
level has a certain number of clusters. Each cluster may contain a different
number of objects Nik, where k is a cluster on level i. However, the total number
of elements on each level always equals the total number of system elements N .
We define the probability of elements in cluster k on level i as follows:

pik =
Nik

N
.

If each cluster contains the same number of elements, we obtain a uniform dis-
tribution. Notice that we also obtain a uniform distribution on the lowest level,
when each element is a cluster. Therefore, we introduce a threshold 1/N and
investigate obtained distributions with respect to this initial uniform distribu-
tion.

Correspondingly, one can describe each level i of a dendrogram with following
variables: (1) The total number of clusters Ki on level i. (2) The total number
of elements with probability over the threshold pik > 1

N of level i, namely,
Mi =

∑
k Nik · 1(

Nik
N − 1

N

), where the step function 1(·) is defined by 1(x−y) = 1

if x ≥ y and 1(x−y) = 0 if x < y. (3) The sum of high probabilities P̃i, i.e.,
probabilities larger than 1/N , namely, P̃i =

∑
k pik · 1(pik− 1

N ).
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We can measure all these variables in the process of data clustering. With
these values, one can determine internal energy and Gibbs-Shannon entropy at
a given level in the following way:

Ei = − ln

(
P̃

Ki

)

,

Si = ln
(
Mi

N

)

.

With Gibbs-Shannon entropy and internal energy, one can define free energy and
Rényi entropy for each level of a hierarchy. Free energy of a hierarchical level i
is expressed as

Fi = Ei − KiSi.

And Rényi entropy of level i can be expressed as follows [5]:

SR
i =

Fi

1 − q
,

where q = 1
Ki

is a deformation parameter. Thus, our approach allows us to
estimate the process of hierarchical clustering from a perspective of behaviour of
Rényi entropy under transition between levels, i.e., to estimate the dependence
of entropy on the number of clusters.

The process of clustering begins with minimum information (maximum Rényi
entropy) and also ends with maximum Rényi entropy. Hence, minimum Rényi
entropy (information maximum) is located somewhere in between these maxima.
Particular data features will define the location of the global minimum and a set
of local minima.

4 Experiment

We test our approach on data of user-profiles from the leading Russian OSN
Vkontakte (VK). We collected the data through VK API [30]. Then, we
anonymized user data, i.e., names, surnames and IDs were deleted to avoid
the possibility of revealing real users. The dataset includes digital traces of user
activity such as numbers of likes, posts, reposts, comments; indicators of sub-
scribing to one or more pages from 12 national news channels publishing news on
VK; as well as user stated political beliefs (one of eight). In total, the dataset has
47 user attributes of a total 50,000 users. Our attempts to cluster this dataset
with K-means and C-means while searching for the optimal number of clusters
with gap statistics, jump and silhouette methods were unsuccessful.

On a machine with 64 GB RAM and i7-6700 CPU @ 3.40 GHz (four cores),
we were unable to run hierarchical clustering and to test our approach on more
massive datasets since the algorithm has time complexity O(n2) and uses O(n2)
memory, where n is the number of samples. However, the hierarchical clustering
of our data on the mentioned machine takes about 8 h (28,798 s).
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We test our approach in two stages. First, we conduct hierarchical clustering
using scipy.cluster.hierarchy Python package [16] with the ‘complete’ method of
calculating the distance between newly formed clusters [17], namely, the distance
between clusters u and v is expressed as d(u, v) = maxi,j(dist(u[i], v[j])), where
‘dist’ refers to Euclidean distance, u[i] and v[j] are objects contained in cluster
u and cluster v, correspondingly. In each iteration, we select and merge two
or more clusters with the smallest distance. This stage produces a hierarchy of
clusters which can be visualized in the form of the dendrogram (Fig. 1). One can
see how manual analysis of such dendrogram could be problematic.

Fig. 1. The dendrogram of clustering 50,000 OSN user profiles.

Then, we calculate the number of obtained clusters on each level of the
hierarchy and the number of users in each cluster. Here, all users belong to
the same cluster on the upper level of the hierarchy, and each user belongs to a
separate cluster on the bottom level of the hierarchy, i.e., the lowest level contains
50,000 clusters. Then, we compute Gibbs-Shannon entropy, internal energy, free
energy and Rényi entropy.1 Finally, we will consider our approach valid if (1)
it will show a clear entropy minimum (a maximum of information) and (2) the
entropy maxima (the minima of information) will correspond to the borderline
states.

1 An example of calculations in Python is available here: https://github.com/hse-
scila/entropic-approach-hierarchical-clustering.

https://github.com/hse-scila/entropic-approach-hierarchical-clustering
https://github.com/hse-scila/entropic-approach-hierarchical-clustering
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5 Results and Conclusion

Figure 2 and 3 show two mutually opposite processes present during hierarchi-
cal clustering of social media users. The first process is the decrease of Gibbs-
Shannon entropy with a rising number of clusters, which means that the equi-
librium state corresponds to the minimum of a given entropy. The equilibrium
corresponds to the state when each user is a separate cluster.

Fig. 2. Distribution of Gibbs-Shannon entropy over the number of clusters.

The second process is the increase of internal energy with a rising number of
clusters (Fig. 3). The difference between these two processes has an area where
they balance each other (Fig. 4). In this area, the Rényi entropy has its minimum
value. Hence, the minimum of the Rényi entropy corresponds the maximum of
information of a hierarchical model. For this dataset, the minimum of the Rényi
entropy lies at the 1,281 clusters or 50,000 users could be grouped in 1,281
clusters (Fig. 4). In the machine learning terms, the left branch of the Rényi
entropy indicates underfitting while the right branch to overfitting. Thus, the
minimum of the Rényi entropy indicates the optimal parameters of hierarchical
clustering.

In this work, we propose a criterion of finding the optimal number of clus-
ters for hierarchical clustering, using entropic formalism with deformed Rényi
entropy where the parameter of deformation is the number of clusters. This
approach could be used for such algorithms as Infinite Mixture Models with
Nonparametric Bayes and the Dirichlet Process with various implementations
(Chinese restaurant process, stick-breaking algorithm).
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Fig. 3. Distribution of internal energy over the number of clusters.

Fig. 4. Distribution of Rényi entropy over the number of clusters.

In further, we plan to test our approach with large synthetic data with a pre-
defined number of clusters. One potential area of further testing is to consider if
various combinations of user features affect the global Rényi minimum location.
Another direction is to consider other than Euclidean distances to asses their
fitness for hierarchical clustering of common types of data from OSN.
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Abstract. APetri net is a mathematical method that can be used to rep-
resent and analyze discrete event systems. Although research on structural
liveness and safety in ordinary free-choice (FC) nets has been reported,
analysis methods for weighted Petri nets have not yet been developed.
In this study, we propose a method for determining the structural live-
ness and safety of strongly connected FC nets. The flow rate of tokens for
strongly connected marked graphs is defined as the circuit flow value. In
addition, the circuit flow value of a strongly connected FC net is obtained
by calculating the superposition of the circuit flow value.

Keywords: Petri nets · Structural liveness and boundedness · Circuit
flow value

1 Introduction

A Petri net is a mathematical method that can be used to represent and analyze
discrete event systems [6–8]. The properties of Petri nets can be classified into
two categories as follows: dynamic properties, which characterize changes in the
dynamic behavior of systems, and structural properties, which depend on the
structure of the Petri nets. Structural properties include liveness, boundedness,
and other properties that can be determined by the calculating an incidence
matrix of Petri nets. These conditions can be further examined using linear
algebra techniques [1,5,6]. Structural analysis cannot be used to analyze the
distribution of tokens or the increase or decrease in the number of tokens because
the state dynamically changes when tokens are moved between various places
by firing. However, examining structural liveness of weighted Petri nets can be
performed by behavioral verification. Behavioral verification such as generating
state spaces is expensive, however, because it generates the entire state space
from the initial marking. Therefore, a flow net has been proposed to view both
c© Springer Nature Switzerland AG 2020
K. Arai et al. (Eds.): SAI 2020, AISC 1230, pp. 570–580, 2020.
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the structural properties as a graph and the behavior of the tokens [4]. Flow nets
are graphs that are converted into weighted directed graphs, with the exception
of Petri net transitions.

Workflow modeling and analysis methods for managing tasks and data flow
have been proposed as applications of Petri nets [11]. Soundness is a criterion of
logical correctness in workflow Petri nets, and marked graph (MG) workflow nets
that do not include directed circuits are mathematically guaranteed to be sound
[2]. A short-circuit net has been proposed that constitutes a circuit by connecting
the start point and end point in a workflow net with a single transition [10].
The soundness decision problem in short-circuit nets can result in liveness and
boundedness decision problems [10]. Although workflow nets allow weighted arcs,
several conventional studies have targeted nets with input/output conditions or
ordinary Petri nets due to the complexity of the analysis [11].

In this study, we propose a weighted net liveness/safety decision method that
involves a token flow calculation algorithm using flow net (FN) transformation.
The number of input/output locations, which is the configuration requirement
of the workflow net, is not one. The token flow of free-choice (FC) net circuits is
obtained by calculating the token flow from the start point to the end point of MG
circuits and superimposing the token flow for each structure of the MG circuits.
This analysis method can be applied to both workflow nets and short-circuit nets.

Figure 1 presents an outline of the proposed method. The net in the Fig. 1
represents a well-formed flow FC net that is covered by two strongly connected
MG components, (a) and (b). The net in Fig. 1(a) can be decomposed into
two components of the MG circuit to obtain strongly connected MG compo-
nents in Fig. 1(b) and (c). By applying a flow net transformation to each of
the strongly connected MG components in Fig. 1(b) and (c), the circuit flow net
value can be calculated by the calculation algorithm. The entire net does not sat-
isfy liveness/boundedness if each circuit does not satisfy liveness/boundedness.
The circuit superimposition method does not involve compositing the union as
a subgraph structure, but rather, synthesizing the flow values of each circuit.
The flow value of the entire net is calculated by superimposing the circuit flow
values of the subgraph layer.

This paper is organized as follows. Section 2 introduces a Petri net, while
Sect. 3 introduces a flow net. Section 4 presents the calculation of the circuit
flow value in an MG circuit, while Sect. 5 presents an analysis of liveness and
boundedness by superimposing circuit flow values. Finally, Sect. 6 presents the
conclusions of this study.

2 Place/Transition (P/T) Net

The original definitions of Petri nets can be found in previous studies [6–8]. A
Petri net is denoted N = (P , T , F , W , M0), where P is a finite set of places, T
is a finite set of transitions with P ∩T = φ, F ⊆ (P ×T )∪ (T ×P ) is a finite set
of arcs, W is the function W : F → N specifying the arc weights, and M0 is the
initial marking (i.e., a mapping M : P → N, indicating the number of tokens in
each place).
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Fig. 1. Extraction of strongly connected marked graph (MG) components and super-
imposition circuit flow values.
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Let a ∈ P ∪ T , •a = {b ∈ P ∪ T | (b, a) ∈ F} be the pre-set and a• = {b ∈
P ∪T | (a, b) ∈ F} be the post-set. Let t ∈ T , t be the source transition if •t = φ,
and t be the sink transition if t• = φ. A transition t ∈ T is said to be firable
when it satisfies ∀p ∈ •t : M(p) ≥ W (p, t). Here, t is firable from marking M to
M ′, denoted M [t > M ′. A nite sequence σ = t1 . . . tn is firable at a marking M
if there are markings M1,M2, . . . ,Mn such that M [t1 > M1, M1[t2 > M2, . . . ,
Mn−1[tn > Mn. Here, σ is called a firing sequence. Mn is reachable from M when
there is a firing sequence that has a marking M to a marking Mn. We represent
the set of all firing sequences from M0 as L(N,M0) or L(M0). A = {aij} is an
m × n matrix, and aij = a+

ij − a−
ij , where a+

ij = W (ti, pj), a−
ij = W (pj , ti).

Let N = (P, T, F,W ) be a net. A transition t ∈ T of N is live if for every
marking M that is reachable from M0, there exists a marking M ′ that be enabled
to fire t and is reachable from M . Here, M0 is called the live initial marking in
N . We use structural liveness to indicate that there exists a live initial marking
in N . For some k ∈ N, ∀M ∈ L(M0), p ∈ P : M(p) ≤ k, N is k-bounded or
bounded. A net structure N is considered structurally bounded if it is bounded
for any finite initial marking M0. A Petri net is called conservative if Ay = 0
for some y > 0, and is called consistent if ATx = 0 for some x > 0.

A classification based on conditions regarding the composition of Petri nets
is called a subclass. A Petri net N = (P, T, F,W ) is an MG if for all p ∈ P ,
| • p| = |p • | = 1. A Petri net N = (P, T, F,W ) is a state machine (SM) if for all
t ∈ T , | • t| = |t • | = 1. A Petri net N = (P, T, F,W ) is a Free choice net (FC)
if for all p ∈ P , |p • | = 1 or •{p•} = {p}.

t, t′ are said to be in structural conflict, where •t∧•t′ �= φ. A coupled conflict
relation is defined as the transitive closure of the structural conflict relation. The
equivalence class of transition t is denoted CSS(t), and the quotient set is SCCS.
The following theorem pertains to the structural properties [3,8].

The target net in this study is a weighted FC net covered with strongly
connected MG components. We define a well formed flow Petri net (WFFP) to
allow flow superposition.

Definition 1. Let N = (P, T, F,W ) be a net, and X ⊆ P ∪ T be any strongly
connected MG component in N . If an arbitrary path α = {x, y1, y2, . . . , x

′} con-
nected to X is a TP- or PP- handle of X, N is called a WFFP .

Let A be the incidence matrix of N . If N is structurally bounded and live,
then N is consistent and conservative, and rank(A) = |SCCS| − 1. In an MG,
there is no structural conflict; thus n = |T | = |SCCS| always holds. With respect
to Petri nets, it is known that the rank of the incidence matrix of connected
weighted MG nets is n − 1 or n [9]. It is also known that the rank of a neutral
weighted MG is n − 1. Calculating the circuit flow value to apply our proposed
algorithm is equivalent to analyzing the net as neutral.
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3 Flow Net Definition and Flow Capacity

3.1 Flow Net

The structural properties of Petri nets are analyzed by solving algebraic equa-
tions and inequalities for incidence matrices. Transition firing generates and
consumes tokens, and the total number of tokens in the (sub)net changes. We
refer to the ratio of token increase and decrease due to transition firing as flow,
and propose a flow net that defines the connection weight between nodes by flow
[4]. The definition of a flow net FT is as follows.

Definition 2. A flow net is a 3-tuple, FT = (V,E,Wf ), where V =
{v1, v2, · · · vn} is a finite set of nodes, n = |V | = |T |, E ⊆ V × V is a finite
set of edges, and Wf is the function Wf : E → Q. FT = {fPij} is a rational
matrix of n × n, where each component is given by

fTij =
W (ti, p)
W (p, tj)

(ti ∈ •p, tj ∈ p•)

Here, for arbitrary nodes vi, vj ∈ V , Wf (vi, vj) = fPij.

If the FT transformation is applied to Fig. 2, the directed graph FT presented
in Fig. 3 is obtained as well as the following adjacency matrix FP.

Fig. 2. Example of non-ordinary P/T net Fig. 3. Example of flow net converted
from Fig. 2

FT =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 1 1 0 0 0
0 0 0 0 1 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 0 0 1
1 1 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
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When the PN structure N satisfies conditions (i) and (ii), defined below, N
is said to be convertible to graph FT .

Definition 3. Let N = (P, T, F,W ) be a PN structure. N is convertible to graph
FT , which signifies that N satisfies conditions (i) and (ii) as follows:

(i) For any p ∈ P , {•p} �= ∅ and {p•} �= ∅
(ii) For different p1, p2 ∈ P {•p1} ∩ {•p2} �= ∅ → {p1•} ∩ {p2•} = ∅

We define a bijective function h : T → V ;h(ti)= vi (ti ∈ T ) that associates
the index numbers of transitions with the index numbers of nodes of the flow net.
In this paper, flow net nodes are associated with transitions even if vi = h(ti)
and VS = h(S) = {vi | vi = h(ti), ∀ti ∈ S, S ⊆ T} are not written.

3.2 Flow Capacity

In a live circuit Petri net, it is important how the token of starting point p moves
as input in the loop, after which it is output to p. Here, we consider the capacity
of an MG circuit in terms of the increase and decrease of tokens in the circuit.

Definition 4. Let N = (P, T, F,W ) be a strongly connected MG net, and FT =
(V,E,Wf ) be a flow net obtained by converting N , where tjoin ∈ T is a merging
transition. For any natural number k = 1, 2, · · · , we denote the following function
sequence fk and node set Sk as the flow product for k in FT and the flow
calculation set for k, respectively.

S1 = vjoin•

f1(v) =
{
1 (v ∈ S1)
0 (otherwise)

Sk = Sk
′ ∪ Sk

′′,
Sk

′ = {v′ | v ∈ Sk−1, v
′ ∈ v•, •v′ ⊆ Sk−1},

Sk
′′ = {v | v ∈ Sk−1, •{v•} �⊆ Sk−1}

fk(v) =
{

cal(v) (v ∈ Sk
′)

fk−1(v) (otherwise)

cal(v) =
{

c (∀v′ ∈ •v,Wf (v′, v)fk−1(v′) = c)
ω (otherwise)

When there exists an upper bound ϕ ∈ R, ϕ is referred to as the flow capacity
in flow graph FT . If k1 is the smallest k where Sk = S1, then the value of
fk1(v) (v ∈ Sk1) is called the circuit flow value.
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Here, the calculation rule of ω /∈ Q is defined as ∀a ∈ Q, ω × a = ω, a × ω =
ω, ω × ω = ω. The circuit flow value fki

contains information regarding whether
the token output from the start node set is input to the start node via the a
closed loop.

4 Circuit-Flow

4.1 Primitive Circuit Net

In simple flow nets, edges between nodes are considered to be the ratio of
the number of tokens moved between the places of Petri nets. As an exam-
ple, Fig. 4 consists of P = {p1, p2, · · ·, pn} and T = {t1, t2, · · ·, tn−1}. Let-
ting s1, s2, · · ·, sn−1 ∈ N, there are T1 = s1w(p1, t1)s2w(p2, t2) · · · sn−1w(pn−1,
tn−1) tokens in place p1 as the initial marking. When transition t1
fires s1s2w(p2, t2) · · · sn−1w(pn−1, tn−1), s1w(t1, p2)s2w(p2, t2) · · · sn−1w(pn−1,
tn−1) tokens move to place p2. Similarly, transitions t2 · · · tn−1 are fired
sequentially to cause the movement of tokens. Finally, there are Tn = s1w(t1,
p2) · · · sn−1w(tn−1, pn) tokens in place pn. Comparing T1 and Tn, the following
can be written:

Tn =
w(t1, p2)
w(p1, t1)

· · · w(tn−1, pn)
w(pn−1, tn−1)

× T1

If p1 = pn, then N is a simple circuit net. If

w(t1, p2)
w(p1, t1)

· · · w(tn−1, pn)
w(pn−1, tn−1))

= 1 (1)

is satisfied, N is consistent because the total number of tokens does not change.
T1 takes the minimum marking when s1 = s2 = · · · sn−1 = 1. The component of
(5) corresponds to the edge weight Wf (vi, vi+1) from node vi to vi+1 in the flow
net. If tn−1 is tjoin, then S0 = p1, and the circuit flow value in FT obtained by
converting N satisfies 1.

Theorem 1. Let N = (P, T, F,W ) be an MG simple circuit, and FT be a flow
net obtained by converting N . Here, |P | = |T | = m. If v1 = vm+1, then the
following are equivalent:

(i)
∏

vi,vi∈V wf (vi, vi+1) = 1 (i = 1, 2, · · · ,m).
(ii) The circuit flow value of FT is 1.
(iii) N is conservative and repetitive.

Proof. It is clear that (i) and (ii) are equivalent, because N is a sim-
ple circuit. Statements (iii) and (ii) can be proven by solving the determi-
nant of the incidence matrix because N is conservative. To prove (i)–(iii), if∏

vi,vj∈V wf (vi, vi+1) = 1 (i = 1, 2, · · · ,m) is satisfied, then N is consistent.
This has already been demonstrated. Here, we can demonstrate that the simple
circuit N is conservative. Let A = A+ − A− be an incidence matrix of N . From
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Fig. 4. P/T net, |P | = n, |T | = n− 1

the definition of conservative, we can demonstrate that there exists y > 0 such
that Ay = 0. If fk = Wf (vk, vk+1) =

w(tk.pk+1)

w(pk,tk)
is satisfied, then

y = (y1, y2, · · · , ym−1, ym)
= (f1f2 · · · fn−1c, f2f3 · · · fn−1c, · · · , fn−1c, c) (2)

holds for all c ∈ N. If c=w(p1, t1)w(p2, t2) · · · w(pn−1, tn−1) is satisfied, then y
consists of all integer solutions. Equation (2) can be proven inductively; however,
it is omitted due to space limitations.

4.2 MG Circuits Excluding a Simple Circuit

Before introducing a general MG circuit, we discuss the relationship between a
conditional net and flow product. First, we consider a net in which the number
of merging transitions included in the MG circuit path is at most one. Let such a
net be N1 = (P1, T1, F1,W1). The number of degrees of freedom for the incidence
matrix A1 of N1 matches the number of input places for the merging transition
tlast ∈ T1. Let t ∈ T1, where t is not a merging transition. There is only one
input place for t because the subclass of N1 is an MG and does not overlap with
the input places for other transitions. Therefore, |P1| = |T1|+ | • tlast| − 1 holds.
If |P1| = m, then the number of degrees of freedom of A1 is m − rank(A) =
m − (n − 1) = m − ((|P1| − | • tlast| + 1) − 1) = | • tlast|. This fact can be used
to demonstrate the following.

Theorem 2. Let N be an MG circuit net N , where it is assumed that there is
only one merging transition. The circuit flow value of the converted flow net N
is 1 if and only if N is structurally live and bounded.

Theorem 3. Let N be an MG circuit net, and FT = (V,E,Wf ) be a flow net
converted from N , where the number of merging transitions is greater than one,
and there is one merging transition that appears in all circuits in N . Assuming
that the circuit flow is f = fk(v) (v ∈ Sk) of FT , the following conditions are
required for N to be conservative and consistent.

(i) The following equation holds for any vx, vy∈ • v: j < k, v ∈ Sj
′, | • v|> 1.

Then, the following equation holds: fj−1(vx)wf (vx, v)= fj−1(vy)wf (vy, v)
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(ii) fk(v) = 1, v ∈ Sk

When multiple merging transitions appear in all circuits in N , the total
product of the flow products for each subgraph can be expressed as follows.

Theorem 4. Let N = (P, T, F,W ) be an MG circuit net, and FT = (V,E,Wf )
be a net obtained by flow transformation of N , where Tjoin ⊆ T is the set of
merging transitions that appear in all circuits, consisting of {tjoin1

, · · · , tjoini
,

and · · · , tjoinl
} (i = 1, 2, · · · , l). Given tjoini

• = Pjoini
, N can be expressed as

a union of the following subnets: P =
⋃l

i=1 Pi, T =
⋃l

i=1 Ti, •Ti = {p | p ∈ •t,
and t ∈ Ti} ⊂ Pi. Here, for j and k, if k = j + 1, then Pk ∩ Pj = Pjoinj

, where
Pl+1 = P1. Otherwise, Pj ∩ Pk = φ. If f is a circuit flow value of FT , then
f =

∏
fiki

(v) holds. If Ni = (Pi, Ti, Fi,Wi) is a partial net of N consisting of
arc set Fi and weighted function Wi for Pi and Ti, the function sequence fi is a
flow product of flow net FPi, where Si0 = Pjoini−1

, Siki
= Pjoini

. Subscript ki is
the smallest integer for which the value of fiki

(v) (v ∈ Siki
) is updated from 0.

5 Flow Calculation

5.1 Synthesis of Circuit-Flow Value

In this section, we discuss nets that are strongly connected structures in FC
subclasses. The token flow of an FC circuit is calculated by superimposing the
token flow of an MG circuit. When the union of two MG circuits is constructed
by the structure of the handle for each circuit, the calculation of the circuit flow
value is defined for each type of handle. The TT-handle is not discussed because
it is already included in the calculation of the circuit flow value.

5.2 PP Handle

Let two distinct strongly connected MG circuits be denoted c1 and c2, c1 ∪ c2 =
c1 ∪ h1 or c2 ∪ h2, where h1, h2 is the PP handle. Let f1, f2 represent c1, c2
of the circuit flow value, respectively. Using natural numbers a and b, we can
represent the circuit flow value of c1 ∪ c2 as f1

a + f2
b. This signifies that c1 and

c2 token flows synchronously through the transition, which is the start point of
the TP-handle. In addition, it signifies that the output transition of the place
that is the starting point of the PP-handle is selective and that the tokens are
selectively transferred a times on the c1 circuit or b times on the c2 circuit.

5.3 TP Handle

Let two distinct strongly connected MG circuits be denoted c1, c2, c1 ∪ c2 =
c1 ∪ h1 or c2 ∪ h2, where h1, h2 is a TP-handle. Let f1 and f2 represents c1
and, c2 of the circuit flow value, respectively. The circuit flow value of c1 ∪ c2 is
represented by f1 + f2; this signifies that c1 and c2 token flows synchronously
through the transition that is the start point of the TP-handle.
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5.4 Examples of Strongly Connected MG Closed Token Flow
Synthesis

Figure 2 displays a strongly connected weighted FC WFFP net, that is covered
by MG circuits c1 = {p1, p2, p3, p6, p7, t1, t3, t7}, c2 = {p1, p4, p5, p6, p7, t5, t6,
t7}. The circuit flow values of c1 and c2 are f1 = 1 and f2 = 1, respectively, and
c1 ◦ c2 = fa

1 f b
2 = 1a ×1b = 1. Therefore, this net satisfies structural boundedness

and liveness by the circuit calculation of PP-handles.
Figure 5 also displays a strongly connected weighted FC WFFP net, that is

structurally bounded and live, however, it becomes unbounded when the weights
are ordinary. This net is covered by MG circuits c1 = {p1, p2, p3, p4, p6, t1, t2, t3 ,
t4}, c2 = {p2, p5, p6, t1, t3, t5}. The circuit flow values of c1 and c2 are f1 = 1

2
and f2 = 1

2 , respectively, and c1 ◦ c2 = f1 + f2 = 1. Therefore, this net satisfies
structural boundedness and liveness by the circuit calculation of TP-handles.

Fig. 5. Weighted free-choice net diagram covered by strongly connected marked graph
components

6 Conclusion

Up to now, analysis of the structural liveness and boundedness of strongly con-
nected weighted FC nets has not been performed. It has been demonstrated that
analysis of the structural liveness and safety of Petri nets can be performed by
net circuit flow value calculation using flow net transformation for a strongly
connected MG. In this paper, we assume that there are merging transitions
included in all circuits, and we propose that this precondition can be eliminated
by systematizing the circuit flow value calculation. In future work, we plan to
define the composition of circuits related to PT-handles.
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Abstract. Vulnerable road user safety is of paramount importance as
transport moves towards fully autonomous driving. The research ques-
tion posed by this research is of how can we train a computer to be able
to see and perceive a pedestrian’s movement. This work presents a dual
network architecture, trained in tandem, which is capable of classifying
the behaviour of a pedestrian from a single image with no prior context.
The results show that the most successful network was able to achieve
a correct classification accuracy of 94.3% when classifying images based
on their behaviour. This shows the use of a novel data fusion method for
pedestrian images and human poses. Having a network with these capa-
bilities is important for the future of transport, as it will allow vehicles
to correctly perceive the intention of pedestrians crossing the street, and
will ultimately lead to fewer pedestrian casualties on our roads.

Keywords: Pedestrian prediction · Deep learning · Classification ·
Neural networks

1 Introduction

This paper outlines a method in which a pedestrian’s behaviour can be accurately
classified. In the evolving world of Advanced Driver Assistance Systems (ADAS),
and Autonomous Driving (AD), pedestrian safety is one of the most difficult but
necessary benefits of such technology. In particular, the computer vision systems
that are devised to identify pedestrians need to be as accurate as possible as to
limit the number of missed pedestrians; as even one missed pedestrian could
result in a fatal accident, as was seen in the case of Uber in Arizona in 2017 [13].

For a number of years, pedestrian safety has been a concern of many global
regions with an emphasis to reduce the number of pedestrian deaths on the roads.
Until recently, this was the case. In the UK during 2016, pedestrian fatalities
made up 25% of all road fatalities, while the total number of pedestrian deaths
saw a rise of 10% when compared to the previous year [16].

c© Springer Nature Switzerland AG 2020
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Therefore, this research introduces a method with is able to not only identify
the pedestrian themselves, but to identify their behaviour as well. This identifi-
cation of behaviour represents a step forward in being able to better understand
a pedestrian and their movements, as it is well documented the extent to which
human behaviour can be unpredictable, especially while distracted [20].

Section 2 will discuss some of the relevant research in the area of pedestrian
behaviour classification, as well as different methods for estimating a human’s
pose. Section 3 will introduce the dataset and the datatypes used, as well as how
the data was manipulated.

Section 4 will introduce the methods employed in creating a network capable
of classifying a pedestrian’s behaviour, as well as statistics of the dataset we used.
Following this, Sect. 5 showcases the results from our approach, and highlights
some examples, while Sect. 6 will discuss what the results mean, and areas in
which the research can be improved. Finally, Sect. 7 discussed the applications
of this research, and the goals of the wider research topic moving forward.

2 Related Work

2.1 Pedestrian Detection

Pedestrian detection has been at the forefront of computer vision innovations
since a major breakthrough from Dalal and Triggs’ paper [2]. They introduced a
method named Histograms of Oriented Gradients (HOG), which formed one of
the first semi-successful edge detection methods. HOG methods are still used in
conjunction with many modern methods. Another work produced in around the
same time introduced a rapid object detector built on boosted cascades of simple
features [21]. Both of these methods paved the way for pedestrian detectors to
improve to a point of ‘real time’ detection, with pedestrian detections being
made at ∼6 fps in 2010 [5].

After the publishing of AlexNet [15] in 2012, researchers began to investigate
the use of convolutional neural networks (CNN) for the pedestrian detection
task. The first CNN development in this application was made by Sermanet
et al. [17] scoring a miss rate of 77.20%, while the state of the art at the time
using traditional machine learning techniques scored a miss rate of 45.39% [22].

However, the use of deep learning for pedestrian detection gained traction,
and the current state of the art pedestrian detector registered a miss rate of just
7.67% on the Caltech pedestrian dataset [8].

As with any neural network, the quality of the output is dependent on the size
and quality of the data provided at training. In pedestrian detection, the most
popular dataset for training detectors is the Caltech pedestrian dataset [6]. This
dataset comprises of approximately 350,000 annotated bounding boxes collected
from 10 h of driving footage. This dataset is certainly good enough to train
a network to be able to identify a pedestrian, however it lacks the contextual
understanding of the pedestrian to be able to learn and train a network to
understand the behaviour of the pedestrian. The dataset used in this research
tackles this problem. The Joint Attention for Autonomous Driving (JAAD) [14]
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contains all the bounding box information that the Caltech dataset contains,
however, it also contains the behaviours of each pedestrian, whether that be
‘crossing’, ‘walking’, ‘looking’, etc.

The methods used, outlined in Sect. 4, highlight the classification approach
taken in this research, attempting to classify all the given classes from the
dataset. The following results from the dataset will identify areas of improve-
ment in both the methods used and the use of the dataset, finally moving onto
methods of how the pose information can be included in the classification.

2.2 Pose Estimation and Behaviour Classification

The image classification is the first approach tackled in this research, which is
then complemented with the addition of human pose structures extracted using
an off the shelf pose estimator. Human pose estimation has become somewhat of
a hot topic in machine learning recently, with pose estimators such as OpenPose
[1] and AlphaPose [9].

Research has been published using the JAAD dataset with pose estimation,
however their research significantly simplifies the problem [10]. Instead of using
the pose information for all the classes, outlined in Sect. 3, they simplify the
problem to crossing or not crossing, where in reality there can be a lot learnt in
the behaviours and poses that lead up to the crossing situation, such as ‘looking’
for example.

Our research offers a novel solution to use both images and pose estimation
to classify the behaviour exhibited by a pedestrian at any given time step.

3 Dataset

3.1 Image Dataset

The JAAD dataset is introduced with the view that it can be used to help
Autonomous Driving (AD) vehicles learn how to interact with pedestrians and
the environment that they are in [14]. For the most part in normal driving
scenarios between a driver and a pedestrian, there are social cues which allow
the driver and pedestrian to communicate, such as eye contact, hand waves, and
nodding [19].

There are many pedestrian datasets available, including Caltech Pedestrian
[7], Berkeley Pedestrian Dataset, and KITTI [3]. All of these datasets are well
known and well used, however JAAD is different, allowing it be used for a more
fine tuned classification task. JAAD has the addition of pedestrian behaviour
added to the annotations, so that in any given frame, there is bounding box
information for the location of the pedestrian, as well information regarding their
current behaviour. On top of that, the JAAD provides information about the
ego vehicle from which the dataset is collected. This information is again about
the behaviour, but this time, the behaviour of the driver. This information can
prompt some very interesting research questions, however the driver behaviour
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Fig. 1. Example of the observed behaviour of a pedestrian from the JAAD dataset.
Example taken from [14].

is not considered in this research. Bounding box information is provided for
all pedestrians in frame, as well as other vehicles. However, the only bounding
boxes that were of interest were those that also contained information regarding
behaviour.

The JAAD dataset consists of 346 high-resolution driving clips, of length
between 5 and 15 s, collected at 30 fps. These clips were extracted from over
240 h of driving footage in several global locations, namely in Ukraine, Canada,
Germany, and USA.

For the dataset to be fed into a Convolutional Neural Network (CNN), the
data needed to be pre-processed in such a way that would suit the end require-
ment of the classifier. The first step was to extract all of the frames in each video
sequence, and this had to be done in Matlab to iterate through the video file
provided and save each frame as a new image. The next task was to extract all
of the bounding box information into a format which was readable in Python.
Following this, the bounding box information was correlated to the whole frame
for each person in each frame, and the pedestrian(s) of interest were cropped out
of each frame and saved as a new file. This decision was made so that the compu-
tational requirements when training would be smaller due to smaller image sizes.
Also, when the images were resized to be fed into the network, the pedestrians
of interest were not made too small to be legible for the network.

The next step was to allocate each cropped pedestrian into their relevant
class(es) for each frame. As can be seen in Fig. 1, the behaviour is measured
in a time based window. This being that the start frame and end frame of
each behaviour is known. It can be noted that there are common classes for
the behaviours observed, in these instances, the decision was made to replicate
the image in multiple classes rather than try to decide what class each should
belong. This is discussed further in the results section.
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When all the images were in their class folders, images with a file size smaller
than 3 KB were deleted as these were far too small and ambiguous for the network
to learn anything from. The final dataset size is over 100,000 images across 9
classes. The classes and number of images in each class can be seen in Table 1.
All images were then re-sized to the ImageNet input size of 224 × 224. This was
done by zero padding the images first to a square so that the aspect ratio was
not changed, then re-sized to 224 × 224. This meant that some images would
have had a different resolution to their original form, but all images were the
same size for the neural network input.

Table 1. Observed behaviour classes

Class Num images

Crossing 53,330

Walking 21,684

Looking 15,436

Standing 11,615

Speed up 2,962

Clear path 2,217

Slow down 1,524

Handwave 309

Nod 95

Total 109,172

3.2 Pose Estimation Subset

To create the pose estimation subset, an off the shelf pose estimator was used.
The pose estimator chosen was AlphaPose [9], as it showed more accurate and
favourable results compared to other pose estimators such as OpenPose [1].

To create the poses, all of the JAAD cropped, padded and resized images
were passed through the AlphaPose estimator. In order to limit the number
of false positives, a confidence limit of 50% was applied to the estimator. This
means that AlphaPose had to be at least 50% confident of its pose prediction in
order to generate an output. Due to the type of images contained in the JAAD
dataset, namely, some very dark images, AlphaPose was not able to provide a
prediction on all images; only the images which had a matching pose were used.
Table 1 reflects the number of matched samples in our training.

The pose structure for each image consisted of 17 points on the body, in an
x, y pixel position format. For the use in the neural network, this was reshaped
from a (17, 2) array to a flattened (34, 1) array.

An example of the AlphaPose output can be seen in Fig. 2 where the first
two images represent individuals in the ‘crossing’ class, while the third image
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represents someone in the ‘standing’ class. The red dots are the AlphaPose out-
puts for the body points, which have been remapped onto the original image for
representation purposes. For training the network, only the coordinates of the
red dots were used to train the pose branch of the network.

Fig. 2. Example of AlphaPose estimation on 3 images from JAAD

4 Methodology

4.1 Image Classification

The methodology was based around the use of Convolutional Neural Networks
(CNN). The types of networks used are discussed, as well as the training types
and data splits for validation. The training process took on a combination of
training a network end-to-end from scratch, and transfer learning from a network
trained on the ImageNet dataset [4]. The ImageNet challenge is a classification
challenge were entrants compete to score the best classification score when clas-
sifying images into 1,000 classes. The ImageNet models are trained on over 1
million images.

The first network architecture used was a very simple 6 layer neural network.
This consisted of two convolutional layers, with a max pooling layer in between,
followed by 3 fully connected layers to give a classification result.

The second network architecture used was AlexNet [15]. This is an architec-
ture which builds on the simple network from before, it consists of several more
convolutional, and pooling layers, as well as introducing dropout layers. As this
was taken from the ImageNet challenge, the number of final classes has been
changed from 1,000 to 9.
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Dropout layers are very useful for building a more versatile network. They
work by ‘turning off’ a certain percentage of neurons at a certain layer for that
epoch, meaning that a network doesn’t over fit an output signal to a common
set of neurons in each round of training.

The third network architecture selected was VGG-16 [18]. This is a deep
neural network developed by the University of Oxford. The network uses very
small convolutional filters of 3 × 3, which allows for significant improvement on
accuracy by creating 16 trainable weight layers. The architecture of which can
be seen in Fig. 31. When tested on the ImageNet challenge, VGG16 was able to
score a top-5 error of 9.62%; which is quite impressive given that the network is
still relatively shallow.

Fig. 3. Architecture of VGG163

The next architecture tested was the ResNet architecture created by
Microsoft [11]. ResNet architectures are published with networks as shallow as
18 learnable layers, or as deep as 152 layers.

As the name suggests, ResNet is a deep residual learning network which har-
nesses residual functions for learning with reference, instead of learning unrefer-
enced functions. The addition of this residual element means that the networks
are far deeper than many networks, and are also able to optimise, and gain
accuracy from the increased depth.

An example of ResNet block learning is seen in Fig. 4. The network is made
up of these blocks, connected to one another to create a network of the desired
length. The blocks work by taking an input x through two convolutions and
filters, in this case F (x). The addition of the original input is then combined
with the output by using a shortcut connection; a type of connection that allows
information to skip layers. This addition of the input is an identity map which
allows the output to create a residual map of the input, meaning that the output

1 https://www.cs.toronto.edu/∼frossard/post/vgg16/.

https://www.cs.toronto.edu/~frossard/post/vgg16/
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Fig. 4. Example of residual learning in a ResNet block [11]

now has a reference of ‘where it came from’. By completing this process on the
inputs and outputs for each block, it enables the network to be able to better
optimise deeper into the network. The output residual map, F (x)+x, is now the
input for the next residual block after passing through an activation function.

Finally, the last network architecture explored was Densenet [12]. Densenet
follows on from the philosophy of ResNet, by building deeper networks with
residual features. The distinct difference between ResNet and Densenet is that
instead of feeding the input of the residual block to the output of that processed
input, Densenet uses the output of every preceding block as the input of every
dense block. Therefore, the first dense block only has the input fed through the
block, and the second dense block will have both the input from the first block,
and the output from the first block (the same as ResNet). However, on every
dense block after this, the outputs from previous dense blocks concatenate, so
that the third dense block will receive input from the output of the first dense
block, and the output from the second dense block. An example of this can be
seen in Fig. 5.

4.2 Dual Network with Pose Classification

In conjunction with the CNN classifier developed on the images, a classifier
was also designed to be able to classify just the poses. Following this, a novel
architecture is proposed to dual train both network types at the same time,
concatenate their outputs, and then classify the linear layers.

First, the pose classifier was built around the idea that the pose data is of low
dimensionality, and therefore does not require complex convolutional layers or a
particularly deep network. It was therefore decided to build a simple multi-layer
Artificial Neural Network (ANN), using linear layers and widely used activation
functions.

Therefore, the network architecture of the pose classifier was obtained
through trial and error to achieve the best accuracy. The results of the classifier
are discussed in Sect. 5. The best fully connected ANN for the pose classifier was
constructed as follows:
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Fig. 5. Example of the Densenet architecture [12]

– Input Layer (34,1)
– Hidden Layer (200)
– ReLU activation
– Hidden Layer (300)
– ReLU activation
– Hidden Layer (250)
– Dropout (0.2)
– Hidden Layer (150)
– ReLU activation
– Hidden Layer (50)
– Output Layer (9 classes)

Following this, the construction of the dual trained network was formed.
Figure 6 shows a schematic of how the network came together. It can be seen
that the CNN and pose classifier form different branches of the network, where
the CNN is trained on images, and the pose classifier is trained on the pose
estimation. For the CNN classifier, the original model remains the same up until
the fully connected layers. Here is where the output of the final hidden layer of
the pose classifier is concatenated to the first fully connected layer of the CNN.

This is where the data fusion takes place. The dual network is trained with
the matched samples taking the features learnt from the CNN, along with the
features learnt from the pose classifier, and classifying the behaviour of the
pedestrian based on both sources of data. This architecture and associated results
present the novel contribution from this research.
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Fig. 6. Network architecture for CNN and pose classifier

4.3 Training Set-up

For training the network, the data must be separated into three independent
groups. One for training, one for validation, and one for testing. For all networks,
the data had a 70/10/20 split, respectively. Before the data was split, it was
randomised so that all the classes would be mixed up together to give a good
representation when training.

All networks were trained with a batch size of 16 images and poses, and
a maximum number of epochs of 20, due to trying to limit the training time.
The network would identify the best performing epoch out of 20, and save the
respective model. Categorical cross entropy loss was used as the function to
calculate the losses in the network. This type of error was selected as the most
appropriate, as it suits the classification task best. Other loss functions include
Mean Square Error (MSE) and Root Mean Square Error (RMSE), however as
it is only classification being measured and not regression, MSE would struggle
to penalise errors in a compatible way as there is a known number of possible
outputs (the classes themselves). Stochastic Gradient Decent was selected as the
optimiser with an initial learn rate of 0.001, and momentum of 0.9. The learning
rate was decreased at a rate of 0.1 for every 7 epochs until training completed.

The networks were built using Python programming language with the fol-
lowing environments:

– Python 3.6.7
– Anaconda distribution 2018.12
– iPython 7.2.0
– Spyder 3.3.2

In order to load and train the chosen network architectures, the following
packages were used in Spyder:

– PyTorch 1.0.1
– CudaToolKit 9.0
– Torchvision 0.2.2
– Numpy 1.16.2
– Pandas 0.24.2
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The networks were trained on a Dell Precision 7520 with 4 GB Quadro M2200
GPU. The training, dependent on the network, took between 11 min and 467 min
for the full dataset.

5 Results

5.1 Pose Classification Results

In order to select the optimal pose classifier, trial and error was performed on
different fully connected networks, trialling different numbers of parameters and
different numbers of hidden layers.

For the purpose of choosing the best network set up, the pose classifier was
trained with a final layer outputting the number of classes. For the dual trained
network, this layer was omitted.

The results of the fully connected network were compared to other traditional
machine learning methods. The chosen benchmarks included a Single Vector
Machine (SVM), Radial Basis Function (RBF) network, and a Random Forrest
classifier. The classification accuracy for each machine learning method is seen
in Table 2.

Table 2. Pose classification scores

Method Accuracy score (%)

SVM 78.4

RBF 81.6

Random Forrest 82.1

Fully Connected ANN 91.7

The results on the pose classification show that the pose classifier was able
to correctly classify the pose of a pedestrian to their behaviour with an accuracy
of 91.7%.

5.2 Dual Image-Pose Network

For the next stage of combining learnt pose features with the CNN features, the
same fully connected ANN for the pose was used, while the CNN was changed
to discover the best overall accuracy.

The selected network architectures were each trained from scratch with ran-
domised weights and biases, and by using transfer learning. The transfer learning
came from the previously defined networks trained on the ImageNet challenge.
The idea is that the network has already learnt a lot of the weights and biases
that it needs to from the 1 million+ images on ImageNet, therefore when slim-
ming down from 1,000 classes to 9 classes, it is more of a fine tuning task for the
network. The results from the transfer learning will be compared to the results
from the networks which trained from scratch, with randomly assigned weights
and biases.
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Table 3. Training results for the dataset of images

Network Train type Time (m) Accuracy (%)

Simple Net Scratch 18 69.7

AlexNet Scratch 22 89.3

Transfer 11 57.8

VGG16 Scratch 189 92.8

Transfer 48 48.9

ResNet152 Scratch 384 91.2

Transfer 223 61.8

Densenet161 Scratch 467 94.3

Transfer 274 69.1

The results in Table 3 clearly show that Densenet161 trained from scratch is
the most accurate classifier, registering a score of 94.3% on the testing partition
of the dataset.

The results are testament to the theory that a greater number of deep convo-
lutional layers can greatly improve the accuracy score in classifications [12]. The
two best performing networks in this experiment, Densenet161 and ResNet152,
both have in excess of 150 trainable, weighted layers. However, these additional
layers come at a cost; the cost of training time.

As is seen in the time column in Table 3, the time taken to train each network
varies considerably. It is clear that there is a correlation where the deeper a
network becomes, the greater time its takes to train. This makes logical sense
as each batch of images has ‘further’ to travel before it registers a classification
score. Another trend is in the training time between training from scratch and
using transfer learning. Transfer learning is far quicker than training from scratch
as the vast majority of its weights and biases have already been learnt, and set in
place. In essence, the only layers the networks are learning in transfer learning
are the final four layers which were added. The variation in time for transfer
learning is due to the fact that all the images still need to pass through the
pretrained layers before reaching the trainable layers.

Figure 7 and Fig. 8 show the plotted losses and accuracy of the models over
the training period. It is clear to see that over the 20 epochs of training, that
the losses reduce and the accuracy improves, as expected. As is confirmed with
the accuracy results, it is clear that the transfer learning methods are massively
outperformed by the scratch training method, for all network architectures. It
is also interesting to see the difference in the rate of convergence seen in the
networks; where the loss and accuracy converge far quicker for ResNet, VGG,
and Densenet when compared to Alexnet, however they all end with a very
similar accuracy. Each network was ran 3 times, with the plots showing the
average losses and accuracy from all 3 runs. Each run would have seen a different
random split of images, therefore one run could have theoretically been easier or
more difficult than the previous.
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Fig. 7. Training losses for the average of 3 runs on all network architectures

Fig. 8. Training accuracy for the average of 3 runs on all network architectures

6 Observations and Analysis

As can be seen from the results in Table 3, it is clear that transfer learning is not
suitable for this task. This could be due to many reasons, one of which is the
size of the dataset it is being trained on. As it is not the smallest of datasets, it
means that there is enough training information for the networks to effectively
learn the weights and biases to an accurate enough degree. By having the weights
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and biases pre-set from ImageNet, it is clear that by not retraining them, that
it hinders the classification result.

Another reason for the lack of accuracy in the transfer learning scores is likely
due to the types of images and classes that the network is seeing. The core task of
this classifier is to be able to classify the behaviour of a pedestrian from a single
image. By locking down the weights and biases in the main convolutional layers,
it means that the network isn’t able to learn the slight intricacies of pedestrians
between behaviours. Instead, the network then relies upon the weights and biases
it previously learnt when it was trying to classify in image into 1,000 classes;
essentially putting a massive constraint on the network’s ability to learn.

It is clear when referring to Fig. 7 and 8 that the transfer learning struggles to
grasp any learning from the second epoch onwards. The main reason is down to
the type of transfer learning employed, where all of the feature layers are locked
and the only additional layers are linear, fully connected layers. The problem
stems back to the original problem which is trying to be solved; the intricacies
and differences between the classes are very slight. Whereas the transfer learning
networks have been trained on a huge variety of images. This means that for
every image passing through the pre-trained model is likely to fire and activate
the same neurons, regardless of class, due to the fact that they would activate
the neurons for the network classifying a human. The absence of any feature
layers in the new layers further compounds this issue, as the network as a whole
never has a chance to try to learn the differentiating features between classes.

When considering the networks which were trained from scratch, it is clear
that these networks performed significantly better than the transfer learning
networks. Highlighted in Table 3 is the network and score of Densenet161, which
was the best performing classifier on this dataset, scoring an accuracy of 94.3%.

Considering the size and complexity of the networks tested, it is clear that
they have all performed quite well. Alexnet performed excellently considering it
only contains 18 layers, when compared to the result from Densenet161, which
has nearly 10 times the number of layers and had an improved accuracy of only
5%.

When looking at this comparison, it is important to consider the train-
ing time. Although Densenet161 had the best accuracy of all the networks, it
took considerably longer, with its longest run taking 467 min. Depending on
the application and need to achieve ultimate accuracy, there may be a balance
point between accuracy achieved and the time it takes to achieve that accuracy.
An example being that Alexnet achieved a score only 5% less accurate than
Densenet, but trained 21 times quicker.

It is also worth noting that the training losses and accuracy of Alexnet have
not yet converged at 20 epochs, so therefore, there is still room to increase the
accuracy of the classification with a slightly higher number of epochs.

The epochs chosen were based on trying to limit the training time on the
machine used for training, however a greater number of epochs would have likely
been able to increase the accuracy score on all observed networks. Although Fig. 7
shows that the plots for VGG and Densenet have began to converge at around
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12 epochs, the raw scores of the losses show a continued reduction in loss for
every epoch continuing to epoch 20. Therefore, it can be inferred that there is
still learning to be made from each network, and more significantly on Alexnet,
as its clear that the accuracy has not began to converge in Fig. 8.

An important error in the results is from how the images were segmented in
their respective classes. As can be seen in Fig. 1, any one frame can be classified
into more than one class. This means that, taking the example from Fig. 1, for
one or more frames, the pedestrian can be classified into the classes of ‘crossing’
and ‘looking’.

Therefore, the decision was made to include the image of pedestrian once per
class for the entire dataset, rather than manually looking and deciding which
class it should belong to. This meant that during the training of the network,
the networks would have seen many of the same images more than once per
epoch, albeit belonging to different classes each time. This would have lead to a
certain amount of ambiguity when the network came to classify the results, due
to the fact that it could classify someone as ‘looking’, when the labelled data
for that specific image would have said that they are ‘crossing’, although the
classification of ‘looking’ would not have been technically incorrect.

7 Conclusions and Future Work

This paper has introduced a novel classifier for the purposes of classifying the
behaviour of a pedestrian in a single frame. By training a variety of state of
the art classifiers, the results show that the dual trained network, comprising of
Densenet161 CNN for the images, and a fully connected ANN for the poses, was
able to estimate the behaviour of a pedestrian with a confidence of 94.3%. In
comparison, Alexnet registered less favourable, but acceptable results of 89.3%
while training was 21 times quicker than Densenet161.

The use of this research will aid the development of a time based recurrent
network, where the current and future behaviour and position of a pedestrian
will be predicted. This will be done with the addition of sequential data in the
form of image sequences and pose sequences. This will require a dynamic label
for each time step in the in sequence.

This prediction will have many uses within the scope of autonomous driving,
especially from the angle of simulation. The prediction will be able to inform
intelligent simulation models, making it more difficult for autonomous systems
under test, as they will see stochastic pedestrian movements, which will have
been learnt from real life scenarios, such as the ones used in this research.

The main aim of this research topic is to further the safety of vehicles on
the road, and in turn, to reduce the number of pedestrian fatalities seen on our
roads. This research is a small step along the way, and will be used in the pursuit
of the end goal of reducing pedestrian fatalities.
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Abstract. The European Open Science Cloud (EOSC) aims to create a
federated environment for hosting and processing research data to sup-
port science in all disciplines without geographical boundaries such that
data, software, methods and publications can be shared as part of an
Open Science community of practice. This work presents the ongoing
activities related to the implementation of visual analytics services, inte-
grated in EOSC, towards addressing the diverse astrophysics user com-
munities needs for data management, mapping and structure detection.
These services relies on visualisation to manage the data life cycle pro-
cess under FAIR principles, integrating data processing for imaging and
multidimensional map creation and mosaicing, and, injecting machine
learning techniques, for detection of structures in large scale multidi-
mensional maps.

Keywords: Visual analytics · Cloud computing · Astrophysics

1 Introduction

The European Open Science Cloud1 (EOSC) initiative has been proposed by
the European Commission in 2016 to build a competitive data and knowledge
economy in Europe with the vision of enabling a new paradigm of transparent,
data-driven science as well as accelerating innovation driven by Open Science [1].

In Astrophysics, data (and metadata) management, mapping and structure
detection are fundamental tasks involving several scientific and technological
challenges. A typical astrophysical data infrastructure includes several compo-
nents: very large observatory archives and surveys, rich databases containing
several types of metadata (e.g. describing a multitude of observations) frequently

1 EOSC web page: https://ec.europa.eu/research/openscience/index.cfm?pg=open-
science-cloud.
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produced through long and complex pipelines, linking to outcomes within scien-
tific publications as well as journals and bibliographic databases. In this context,
visualization plays a fundamental role throughout the data life-cycle in astron-
omy and astrophysics starting from research planning, and moving to observing
processes or simulation runs, quality control, qualitative knowledge discovery
and quantitative analysis. The main challenges came to integrate visualisation
services within common scientific workflows in order to provide appropriate
supporting mechanisms for data findability, accessibility, interoperability and
reusability (FAIR principles [14]).

Large-scale sky surveys are usually composed of large numbers of individ-
ual tiles, for 2D, 3D or data cubes, each one mapping a limited portion of the
sky. This tessellation derives from the observing process itself, when a telescope
with a defined field of view is used to map a wide region of the sky by per-
forming several pointings. Although it is simpler for an astronomer to handle
single-pointing datasets for analysis purposes, it strongly limits the results for
objects extending over multiple contiguous tiles/cubes and hampers the possi-
bility to have a large-scale view on a particular phenomenon (e.g. the Galactic
diffuse emission). Tailored services are required to map and mosaic such data
for scientific exploitation in a way that their native characteristics (both in 2D
and 3D) are preserved.

Additionally, the astrophysics community produces data at very high rates,
and the quantity of collected and stored data is increasing at a much faster rate
than the ability to analyse them in order to find specific structures to study. Due
to the increase of data volume and complexity that will need to be analysed, a
suite of an as fully automatic as possible structure detection services, integrating
machine learning techniques, is required - consider as an example the ability to
recover and classify diffuse emission and to extract and estimate the parameters
for compact sources and extended structures.

This work presents the ongoing activities related to the implementation of
services, integrated in EOSC, towards addressing the diverse astrophysics user
communities needs for: i) putting visualisation at the center of the data life
cycle process while underpinning this by FAIR principles, ii) integrating data
processing for imaging and multidimensional map creation and mosaicing, and,
iii) injecting machine learning techniques, for an as fully automatic as possible
detection of structures in large scale multidimensional maps.

2 Background and Related Works

Innovative developments in data processing, archiving, analysis and visualiza-
tion are nowadays unavoidable to deal with the data deluge expected in next-
generation facilities for astronomy, such as the Square Kilometer Array2 (SKA).

The increased size and complexity of the archived image products will rise
significant challenges in the source extraction and cataloguing stage, requiring

2 SKA web page: https://www.skatelescope.org/.

https://www.skatelescope.org/
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more advanced algorithms to extract scientific information in a mostly auto-
mated way. Traditional data visualization performed on local or remote desktop
viewers will be also severely challenged in presence of very large data, requiring
more efficient rendering strategies, possibly decoupling visualization and compu-
tation, for example moving the latter to a distributed computing infrastructure.

The analysis capabilities offered by existing image viewers are currently lim-
ited to the computation of image/region statistical estimators or histogram dis-
play and to data retrieval (images or source catalogues) from survey archives.
Advanced source analysis, from extraction to catalog cross-matching and object
classification, are unfortunately not supported as the graphical applications are
not interfaced with source finder batch applications. On the other hand, source
finding often requires visual inspections of the extracted catalog, for example to
select particular sources, reject false detections or identify the object identity.
Integration of source analysis into data visualization tools could therefore signif-
icantly improve and speed-up the cataloguing process of large surveys, boosting
astronomer productivity and shortening publication times.

As we approach to the SKA era, two main challenges are to be faced in the
data visualization domain: scalability and data knowledge extraction and presen-
tation to users. The present capability of visualization softwares to interactively
manipulate input datasets will not be sufficient to handle the image data cubes
expected in SKA (200–300 TB at full spectral resolution). This expected vol-
ume of data will require innovative visualization techniques and a change in the
underlying software architecture models to decouple the computation part from
the visualization. This is for example the approach followed by new-generation
viewers such as CARTA [4]. CARTA uses a “tiled rendering” method and a client-
server model, in which computation and data storage is performed on remote
clusters with high performance storage, while visualization of processed prod-
ucts is performed on clients with modern web features, such as GPU-accelerated
rendering. The volume and complexity of future SKA data will however require
not only to import and visualize input data but also, mostly, to maximize user
perception efficiency, e.g. allow extraction of meaningful knowledge or discover
new unexpected information from data. Indeed the ability to extract science
from data represents for SKA the ultimate challenge.

To address these needs under a unified framework, visual analytics (VA) has
recently emerged as the “science of analytical reasoning facilitated by interac-
tive visual interfaces” [15]. VA aims to develop techniques and tools to support
people in synthesizing information and deriving insight from massive, dynamic,
unclear, and often conflicting data [6,7]. To achieve this goal, VA integrates
methodologies from information, geospatial and scientific analytics but also take
advantages from techniques developed in the fields of data management, knowl-
edge representation and discovery, and statistical analytics. In this context new
developments have been recently done for astronomy. As an example, the encube
framework [13] was developed to enable astronomers to interactively visualise,
compare and query a subset of spectral cubes from survey data. It provides a
large scale comparative visual analytics framework tailored for use with large
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tiled displays and advanced immersive environments like the CAVE2 [5] (a mod-
ern hybrid 2D and 3D virtual reality environment).

3 VisIVO Visual Analytics

VisIVO Visual Analytics [12] is an integrated suite of tools focused on handling
massive and heterogeneous volumes of data coming from cutting-edge Milky
Way surveys that span the electromagnetic spectrum and provide a homoge-
neous coverage of the entire Galactic Plane. The tool access the data previ-
ously processed by data mining algorithms and advanced analysis techniques
with highly interactive visual interfaces offering scientists the opportunity for
in-depth understanding of massive, noisy, and high-dimensional data.

Alongside the data collections the tool exposes also the knowledge derived
from the data including information related to e.g. filamentary structures, bub-
bles and compact sources.

User

Visual Analytics

Science Gateway

Knowledge Base

Data
Mining

Archiving
Services

Fig. 1. Architecture of the VisIVO visual analytics.

Figure 1 shows the VisIVO Visual Analytics integrated framework where the
Visual Analytics desktop client, the Science Gateway embedding the Data Min-
ing pipelines and the Knowledge Base can be employed both as independent
actors or as interacting components.

4 EOSCPilot Science Demonstrator

The EOSCpilot project3 supported the first phase in the development of the
European Open Science Cloud, bringing together stakeholders from research

3 EOSCpilot web page: https://eoscpilot.eu/.

https://eoscpilot.eu/
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infrastructures and e-Infrastructure providers and engaging with funders and
policy makers to propose and trial EOSC’s governance framework.

The VisIVO project has been selected as science demonstrator [2] functioning
as high-profile pilot that integrate astrophysical data and visual analytics ser-
vices and infrastructures to show interoperability within other scientific domains
such as earth sciences and life sciences. Thus, the connection with the Euro-
pean Open Science Cloud has been investigated exploiting the services devel-
oped within the European Grid Initiative (EGI) such as the ones to allow feder-
ated authentication and authorization and the federated cloud for analysis and
archiving services.

The visual analytics application has been extended by exploiting the use of
the EOSC technologies for the archive services and intensive analysis employing
the connection with the ViaLactea Science Gateway4 [11].

User

Visual Analytics

Cloud Gateway

RESTful API

Knowledge Base

Virtual
Appliance

Archiving
Services

EGI Federated
Cloud

EGI-CheckIN
proxy service

Fig. 2. Architecture of the VisIVO EOSC science demonstrator implementation and
employed services.

Figure 2 shows the overall architecture of the VisIVO EOSC Science Demon-
strator implementation and employed services. The Archiving Services (includ-
ing the knowledge base) have been deployed within the EGI Federated Cloud
toward the assurance of a FAIR access to the surveys data and related meta-
data. The Cloud Gateway has been integrated with the EGI Check-in5 proxy
service to enable the connection from the federated Identity Providers and with
the EGI Federated Cloud6 to expand the computing capabilities making use of a
dedicated Virtual Appliance stored into the EGI Applications Database7. Actu-
ally the virtual appliance is exploited for massive calculation of spectral energy
distributions but may be expanded for other kind of analysis.
4 ViaLactea Science Gateway: https://vialactea-sg.oact.inaf.it/.
5 EGI Check-in service: https://www.egi.eu/services/check-in/.
6 EGI Federated Cloud: https://www.egi.eu/services/cloud-compute/.
7 EGI Applications Database: https://appdb.egi.eu/store/vappliance/visivo.sd.va.

https://vialactea-sg.oact.inaf.it/
https://www.egi.eu/services/check-in/
https://www.egi.eu/services/cloud-compute/
https://appdb.egi.eu/store/vappliance/visivo.sd.va


Towards Porting Astro Visual Analytics Services in EOSC 603

Furthermore, we have implemented also a lightweight version of science gate-
way framework developing an ad-hoc RESTful API to expose a simple set of
functionalities to define pipelines and executing scientific workflows on any Cloud
resources, hiding all the details of the underlying infrastructures.

5 Future Works: Further EOSC Exploitation

The H2020 NEANIAS project8 has been recently approved by the European
Commission to address the ‘Prototyping New Innovative Services’ challenge set
out in the recent ‘Roadmap for EOSC’ foreseen actions. NEANIAS will drive the
co-design, delivery, and integration into EOSC of innovative thematic services,
derived from state-of-the-art research assets and practices in three major sectors:
underwater research, atmospheric research and space research. Each thematic
service will not only address its community-specific needs but will also enable
the transition of the respective community to the EOSC concept and Open
Science principles. From a technological perspective, NEANIAS will deliver a
rich set of services that are designed to be flexible and extensible; they will be
able to accommodate the needs of communities beyond their original definition
and to adapt to neighboring cases, fostering reproducibility and re-usability.

The foreseen services related to the astrophysics visual analytics are:

– The FAIR Data Management and Visualization service will provide an
advanced operational solution for data management and visualization ser-
vice for space FAIR data. It will provide tools that enable the efficient and
scalable visual discovery, exposed through advanced interaction paradigms
exploiting virtual reality.

– The Map Making and Mosaicing of Multidimensional Space Images service
will deliver a user-friendly cloud-based version of the already existing work-
flow for map making and mosaicing of multidimensional map images based
on open source software such as Unimap [9] and Montage [3]. It will deliver
multi-dimensional space maps through novel mosaicing techniques to a vari-
ety of prospective users/customers (e.g., mining and robotic engineers, mobile
telecommunications, space scientists).

– The Structure Detection on Large Scale Maps with Machine Learning service
will deliver a user-friendly cloud-based solution for innovative structure detec-
tion (e.g. compact/extended sources, filaments), extending the CAESAR [10]
and CuTEx [8] tools with machine learning frameworks. The delivered struc-
ture detection capabilities will leverage the targeted-users’ opportunities for
efficiently identifying and classifying specific structures of interest.

Figure 3 shows the main workflow foreseen to exploit the EOSC ecosystem
for visualization, source finding and classification of Big Data images and 3D
spectral datacubes coming from Galactic Plane surveys.

The user will employ the Visual Analytics tool to load data from the data
management services opportunely mapped and mosaiced. The tool will exploit
8 NEANIAS web page: https://www.neanias.eu/.

https://www.neanias.eu/
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Fig. 3. Foreseen NEANIAS architecture of the visual analytics services in EOSC.

the source finding applications to extract the sources from the data. Option-
ally expert users may employ the Visual Analytics tool and/or Virtual Reality
application to interactively classify the sources thanks to the aided visual inspec-
tion. The results of the supervised classification can be stored to the data services
enriching the training set for the Deep Learning networks. The extracted sources
are classified automatically with the Deep Learning algorithms and the results
will be stored within the data user space and can be optionally published for
re-use from other users and/or to enrich the training set.

6 Conclusion

We presented the ongoing activities related to the implementation of services,
integrated in EOSC, towards addressing the diverse astrophysics user commu-
nities needs for visual analytics services. The preliminary demonstration imple-
mentation developed within the H2020 EOSCPilot project has been summarized
and forthcoming activities, to be developed within the H2020 NEANIAS project,
are foreseen to integrated services in EOSC for FAIR data management and
visualization integrating data processing for imaging and multidimensional map
creation and mosaicing, and, injecting machine learning techniques, for detection
of structures in large scale multidimensional maps.
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Abstract. Artificial human knee with partial prosthetic replacement was mod-
elled in the sagittal plane in order to analyze the role of anterior cruciate ligament
in an unconstrained artificial knee. The cruciate and collateral ligaments were
modelled as non-linear elastic fibers that stretched and resisted relative move-
ments of the bone. Role of fibers in the anterior and posterior fibers of the anterior
cruciate ligament was analyzed during simulated tests similar to those used in
clinical practice. Anterior half of the ligament was found to resist forces for all
simulated flexion positions of the joint. The posterior half resisted forces in low
and in high flexion positions and remained unstitched during for nearly 30–90°
flexion. Themodel calculations agreed with experimental observations on cadaver
knees reported in the literature. A graphical interface facilitated visual analysis
of the joint while the ligament fibers stretched sequentially developing forces and
unstretched becoming slack as the joint flexed or the femoral and tibial bones with
prosthetic parts moved relative to each other. The cruciate ligaments controlled
the joint kinematics after replacement. The model analysis helps in visual analysis
and in gaining insight into the joint behavior with clinical relevance.

Keywords: Artificial knee · ACL in partial knee replacement · Unconstrained
knee prosthesis · Anterior cruciate ligament · Cruciate ligaments in
unconstrained arthroplasty

1 Introduction

Artificial human knees involving partial resurfacing of the joint with unconstrained
prosthetic parts require retention of the cruciate ligaments. Clinical studies suggest that
about a third of the patients for knee replacement are suitable for unconstrained type
of prosthesis and that correct patient selection and surgical techniques are crucial to
successful long-term outcome of such replacements [1]. Studies show that not only the
retained cruciate ligaments must be fully intact and functional, but also their proper
lengths must be restored during surgery [1]. Such replacements have shown compli-
cations like dislocations of prosthetic parts and incorrect patterns of joint laxity after
surgery [1]. Cruciate ligaments connect the femoral and tibial bones at the knee and
play crucial role in controlling the joint kinematics and provide stability during activity.
Unconstrained artificial knee designs assume this role of the ligaments and depend on
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their proper function, particularly during flexion motion that takes place in the sagit-
tal plane. The anterior cruciate ligament (ACL) and posterior cruciate ligament (PCL),
therefore, play important role in long-term success of such replaced knees. Overtight or
slack ligaments result in altered patterns of movement between the bones. Further, the
ACL is commonly shown to experience injuries during strenuous activities particular in
young active subjects. While ACL constraints posteriors movement of the upper bone
or femur on the lower bone or tibia, the PCL constraints anterior movement of the upper
bone. Also, anatomical studies show that the ligaments comprise distinct fiber bundles
that change their geometry during motion and contribute variably during activity [2–5].
All such geometric patterns and their contributions during the joint activity cannot by
observed in the living person. Therefore, in order to understand the joint behavior after
replacement, computer graphics could be utilized as a useful tool to visually analyze
various patterns during motion or activity.

The aim of this study is to present a computer graphics based analysis of the ACL
after replacement with unconstrained knee replacement in terms of changing geometries
of different ligament fibers as the bones move relative to each other. Input for the visual
graphics in the study are derived from mathematical modelling of the replaced joint that
is based on anatomical and clinical studies in the literature.

2 Methods

A graphics based interactive model of a prosthetic knee was developed with partially
replaced joint surfaces for visualization of bones, prosthetic components, ligaments and
lines of actions of muscle forces during 0–120° flexion motion. The two cruciate and
two collateral (medial and lateral) ligaments of the knee were modelled in the sagittal
plane. Parameters for themodel for attachments ofmuscle tendons and ligament fibers on
respective bones, material properties of different bundles of ligament fibers and shapes
of femoral and tibial bones with implanted joints were obtained from anatomical studies
in literature [6–8]. Geometries of the prosthetic components used were similar to those
employed for unconstrained partial knee replacement [9, 10].

Figure 1 shows the model bones with attached prosthetic components, ligaments
represented as bundles of elastic fibers and lines of actions of the major muscle forces.
The elastic fibers of the ligaments offered resistance when stretched and buckled when
slack [8–10]. Passive motion of the knee was defined during 0–120° flexion in the
absence of external loads or muscle forces. It is shown that during such motion with the
prosthetic components placed appropriately, knee kinematics similar to the normal knee
can be reproduced [11]. In the model knee with passive motion, the femur rotates and
slides relative to the tibia, the muscle forces re-orient and re-locate, selected fibers in the
ligaments maintain isometricity while all other fibers either straighten without stretch
or slacken [6, 7, 9, 12–14]. The slackness was depicted in the model with buckled fibers
[11].

The graphic interface allowed selection of one or more ligaments with their corre-
sponding fibers as required for visual analysis. Further, the interface allows selection of
a fixed flexion position and relative translation of the bones anterior or posterior to their
position of passive motion. As a consequence of such translation, fibers in the model
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Fig. 1. Graphical interface of the prosthetic knee showing various options and model elements.

ligaments either stretch sequentially or slacken further, thus providing a clear view of
how the ligament fibers respond. The stretched ligaments were shown with thick straight
lines. Computational feature of the mathematical model incorporates external loads and
muscle forces as experienced during activity. In a simulated clinical test, 90 N anterior
force applied externally on the tibia (acting towards front of the knee) resulted in anterior
translation of tibia (ATT) and stretched fibers of the ACL, thus, provided the balancing
effect. ATT corresponding to the equilibrium position was calculated at selected flexion
positions. Model results were compared with in vitromeasurements of Kondo et al. [15]
who experimented on 14 cadaver knees to measure ATT corresponding to 90 N anterior
force on the tibia as also simulated in the present study. In addition, contributions of
anterior and posterior halves of the ACL in terms of developed forces were calculated
for knownmagnitudes of ATT over the flexion range and the results were compared with
similar experimental measurements available in the literature [16].

3 Results and Analysis

Table 1 compares model calculations with experimental measurements of Kondo et al.
[15]. Values are given for ATT corresponding to 90 N anterior force applied on the tibia
at selected flexion angles.

The model calculations at each flexion angle were similar to those measured exper-
imentally. ATT first increased with flexion, remained at around its maximum during 30
and 60° positions and then decreased in high flexion.
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Table 1. ATT for 90N simulated test – as calculated by themodel and asmeasured experimentally
by Kondo et al. [15] given in mm.

Flexion angle Model calculations (mm) Experiment measurements [15] mean (std. dev.)
(mm)

0° 2.6 1.8 (1.3)

30° 5 4.0 (1.3)

60° 5 3.8 (2.2)

90° 4 3.0 (1.4)

110° 3.7 2.9 (1.7)

Figure 2 gives forces in the anterior and posterior halves of the ACL plotted over the
flexion range. The forces were calculated as a percentage of an anterior force on tibia
required to cause 6 mm ATT at each joint position. Near full extension, or 0° degree
flexion, both halves of the ACL contributed nearly similarly. While the anterior half
remained stretched and developed resistance for all flexion positions, the posterior half
remained unstretched and did not develop resistance for nearly 30–90° flexion.

These observations are supported by experimentalmeasurements ofKawagachi et al.
[16]whoused8 cadaver knees andmeasured contributions of anterio-medial andpostero-
lateral bundles of the ACL in resisting 6 mmATT similar to that simulated in the current
study. They reported 66% to 84% of the total resistance due to anteo-medial bundle
during 0–90° flexion. Corresponding resistance due to the postero-lateral bundle was
much less between 16% to 9%.

Visual analysis during each simulation showed changing patterns of ligament fibers
and located the stretched fibers with forces.
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Fig. 2. Forces in anterior and posterior halves of the ACL were calculated as a percentage of total
force corresponding to 6 mm ATT plotted during a simulated test over 0–120° flexion.
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4 Conclusions

Themodel calculations corroborated the experimental observations and provided insight
into the ligament behaviorwith the facility of visual analysiswhich is either not amenable
to observation or is difficult to observe through real or physically simulated systems. The
model is capable of analyzing partial tears by selective sacrifice of the ligament fibers.
The role of cruciate ligaments in controlling the joint mechanics after knee replace-
ment with unconstrained prosthetic components can be further analyzed during different
activities that can be simulated using the current model.
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Abstract. The aim of this paper is to provide an overview of temporal and spatial
properties of eLearning. Firstly, it describes the cognitive factors found both in e-
Learning and traditional learning. Also, it gives a comparison between online and
traditional learning process emphasizing advantages and disadvantages of both of
these two learning processes. Next, it offers a short description of spatial thinking
and spatial learning concepts. Also, it details time models and learning process
and defines associative processes in temporal-spatial cognition. Finally, this paper
gives a comprehensive analysis of temporal and spatial properties of e-Learning
by describing the interactions of cognitive factors with traditional learning and
online learning, spatial cognition and spatial thinking aspects, learning process
and time models, defining associative processes in temporal-spatial cognition and
it emphasizes the enhancing of skills acquisition regarding the spatial and temporal
properties of eLearning through the student’s perspective.

Keywords: e-Learning information systems · e-Learning evaluation survey ·
Student satisfaction ·Mathematical approach

1 Introduction

Initially, the e-Learning systems were designed to support the traditional method, but
nowadays, e-Learning has become one of the most significant developments in the
information systems industry [1] because the student satisfaction has become a manda-
tory requirement, as service stakeholder, in most universities and institutions of higher
learning all around the world.

e-Learning which is also known as web-based learning, is defined as the delivery of
education in a flexible and easy way through the use of internet to support individual
learning or organizational performance goals [2]. However, there are some advantages
and disadvantages regarding the e-Learning process.

The advantages consist of the flexibility to select either instructor-Led or self-study
courses, the versatility of learning at any place and time, learning through a variety of
activities that apply to many different learning styles that students have, the possibility
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of reviewing the materials for as long as necessary, self-pacing for slow or quick learners
and also helping the students to develop their knowledge of using the latest technologies
and the Internet.

The main disadvantages are the lack of a firm framework to encourage students to
learn, the low level of contact (due to the lack of interpersonal and direct interaction
between students and teachers), the difficulty of learning when problems with the tech-
nology within the system arise and the necessity of a high level of self-discipline and
motivation from the students.

The purpose of this research is to present a comprehensive e-Learning assess-
ment algorithm incorporating concepts from both information systems and education
disciplines.

This study contributes to the e-Learning literature with an instrument providing
guidelines for e-Learning systems developers and teachers to better understand the
students’ perceptions of both social and technical issues associated with e-Learning
systems.

2 Literature Review

2.1 The Social Framework

The social setting presents the switching from the real (tangible) environment to the
virtual one for students and teachers. Thus, the e-Learning method implies changing the
teacher’s role into an instructor and the student into a learner. Learners are the external
users and interact directly with the system; the instructors are part of the supplier group,
they are internal users and interact directly with the e-Learning platforms. Instructors
and learners’ groups can also interact directly with the system if they promote learning
and research activities.

Seeing that interaction is indirect, there’s no pressure of time, it’s an easy access no
matter the location if you have Internet access, the learners express higher confidence
interacting through email or social platforms and the instructors can offer information
in a more user-friendly way. As a result, the e-Learning system helps increasing the
knowledge and the confidence of students.

Therefore, the quality of an instructor (they should find a balance between time and
the information given) and the learner’s perceived effectiveness (they need motivation,
confidence and a dose of excitement) are important determinants for an effective learning
management system.

2.2 The Technical Entity

The technical setting involves the software quality (the need of security, ease of use,
stability, user-friendliness), the hardware quality (a reliable computer) and the Internet
quality. The higher the quality and reliability of used technology, the higher the learning
effects will be [3, 4].

The designing and managing of the learning environment are a must for learners for
a better understanding of the content and for an easy access. The content quality involves
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the useful, flexible and interactive manner which the information is presented, with the
purpose of helping learners to easily garner new knowledge.

e-Learning offers a wide range of applications and processes designed to deliver
information through the Internet or interactive multimedia. Learning through this
medium can engage students’ interest because it usually comes together with inter-
active graphics, texts, sounds and videos. At the same time, it can be accessed anywhere
and anytime as long as exists a computer and an Internet connection [5].

2.3 Overview Regarding Models for Student’s Satisfaction Evaluation
in e-Learning Environments

The Jaccard Distance [6]
The Jaccard distance is complementary to the Jaccard index, which is a statistic used
for gauging the similarity and diversity between finite sample sets. The Jaccard distance
measures the dissimilarity between sample sets and is obtained by subtracting the Jaccard
index from 1.

The Hamming Distance [7]
The Hamming distance is usually used between two strings of equal length to measure
the minimum number of substitutions required to change one string into the other. But,
in this case, it will be used between two integers to show the distance from zero on the
number line.

Statistical Analysis
The statistical analysis implies assigning for each criteria and statement a percent and
finding the most used grade for each statement.

3 Materials and Methods

3.1 Presentation of the Algorithms

The Jaccard Distance [6]
It uses 2 vectors, one with the grades from each statement from the survey (Check 4.2.2
Presentation of the questionnaire) and one with the ideal grade (5). Then, the algorithm
is based on 2 formulas listed below.

x = (x1, x2, . . . , xn) = (5, 5, . . . , 5), n = 93 (1)

where x is the vector with ideal grades

y = (y1, y2, . . . , yn), n = 93 (2)
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where y is the vector with real grades from each statement

Jw(x, y) =
∑n

i min(xi, yi)
∑n

i max(xi, yi)
(The Jaccard index) (3)

dJW (x, y) = 1 − JW (x, y) (The Jaccard Distance) (4)

The Hamming Distance [7]
It uses 2 vectors, one with the grades from each statement from the survey (Check 4.2.2
Presentation of the questionnaire) and one with the ideal grade (5). Then, the algorithm
is based on the formula listed below.

x = (x1, x2, . . . , xn) = (5, 5, . . . , 5), n = 93 (5)

where x is the vector with ideal grades

y = (y1, y2, . . . , yn), n = 93 (6)

where y is the vector with real grades from each statement

dH (x, y) =
∑n

i (xi − yi)
∑n

i (yi)
(The Hamming distance) (7)

3.2 Data Collection

Participants
The survey was carried out by means of an online program which collected data from
93 anonymous students (University POLITEHNICA Bucharest, Automatic Control &
Computer Science Faculty, during the academic year 2018–2019) for data analysis in
order to obtain the grade of satisfaction for students in the e-Learning environment. Each
one of the students answered the questions using a system of grading (from 0 to 5, with
5 the highest).

For a research tool, one of the required conditions is to be considered consistent and
reliable [8]. In other words, each item of the questionnaire (questions or statements) must
correlate with the additional result of all items (the scale, the global score). The items of
the research tool are designed to measure a certain attribute (attitude, knowledge, factor,
behaviour). The internal consistency is defined as the property of the items to correlate
with the “global score” of the research tool or scale they belong to. Due to the fact that
all the items must reflect a certain attribute, they have to correlate with each other and,
at the same time individually correlate with the score that reflects that attribute. The
correlation between an item and the total score, from which that item is omitted, gives
us information regarding the relevance of that item for the global result of the test. When
each item is relevant, it can be stated that the research tool has “internal consistency”.
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The Cronbach’s-Alfa internal consistency [8] can take values between 0 and 1, where
0 indicates that the research tool only measures random errors, having nothing to do with
the real score, and 1 indicates that the research tool measures only the real score, random
errors being completely eliminated.

For a scale to be considered consistent, it must overcome the 0.60 value which is
accepted as lowest limit by most researchers.

In the present paper, the Cronbach’s-Alfa internal consistency resulted 0.838 (and
was determined using the SPSS (Statistical Package for the Social Sciences software),
which falls within the accepted limits and reveals that the designed research tool has
internal consistency and the items are correlated.

Presentation of the Questionnaire
The structured questionnaire and the main themes are presented in Table 1:

Table 1. The content of the questionnaire.

Specific domain Question

Curricular area It is in line with my expectations

It allows me to further develop my knowledge

Online teaching methods are appropriate

Exercises/homework/quizzes are appropriate

Spatial analysis of the courses While going through the courses, visual elements are more
important than narrative ones

While going through the courses, you prefer to resume the
ideas under the form of written notes or diagrams

Laboratory tasks should be based on the interaction
between the student and the virtual work environment

The virtual learning environment needs to be more visually
inclined rather than narrative

Because of the richer visual content, the virtual learning
environment allows me to better accumulate knowledge

Evaluation Information related to the structure of
exercises/homework/quizzes are appropriate

The evaluation criteria are clear

The professor’s evaluation is in line with the results of
auto-evaluation

During solving exercises/homework/quizzes I have used
my own notes of the courses

The evaluation should take into account the student’s
capability to solve exercises/homework/quizzes

(continued)
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Table 1. (continued)

Specific domain Question

The evaluation should take into account the student’s
capability to synthesize gathered knowledge

Temporal analysis of the courses The online course should always be available to the student

When I go through an online course, the only limitation I
have is own learning schedule

Online learning should be based on regularly going through
the materials

The online learning activity should be better planned than
class learning

The advantage of online courses is that they can be tackled
in any order

The advantage of online courses is that you can study
whenever you feel like it

Exercises/homework/quizzes should only be solved when
the student feels prepared

Student-teacher interaction should be lower in the
eLearning environment

Social opportunities Online courses offered me more opportunities to interact
with other students

I am part of a group of students that exchange ideas/solving
techniques for exercises/homework/quizzes

The time spent within the online community is higher than
the time dedicated to individual study

It is important that, within the online community, we share
any individual notes of the course that we might have

Input/Output Variables
The input variables are the grades with whom the students rated the questions based
on their preferences and opinions. The output variable is the grade of satisfaction for
students in the e-Learning environment.

4 Discussion and Results

Based on the Table 2 there is a statement (16) with the lowest distance (0.043), which
means that the students rated it with a 4.957 out of 5 and a statement (24) with the highest
distance (0.531), which means that the students rated it with a 2.345 out of 5.

In addition, the statement with the lowest distance presents the assertion that the
students consider almost in unanimity that the online course must be permanently at the
student’s disposal.
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The second one shows that the students agree with the fact that the only limitation
they have is their learning curve. And from the third and fourth one it results that the
laboratory work is based on the direct interaction of a student with the virtual work
environment and that online courses can be browsed without a predefined schedule.

Most of the lowest distances are situated in the time analysis of courses criteria, so
based on the survey, the students agree with the helpfulness in terms of time organization

Table 2. Distance measurement for each question.

Statements Jaccard (dJ) Hamming (dH) 

1 0.372 0.372 

2 0.329 0.329 

3 0.307 0.307 

4 0.356 0.356 

5 0.221 0.221 

6 0.225 0.225 

7 0.172 0.172 

8 0.208 0.208 

9 0.286 0.286 

10 0.346 0.346 

11 0.286 0.286 

12 0.372 0.372 

13 0.350 0.350 

14 0.264 0.264 

15 0.273 0.273 

16 0.043 0.043 

17 0.169 0.169 

19 0.266 0.266 

20 0.249 0.249 

21 0.172 0.172 

22 0.313 0.313 

23 0.475 0.475 

24 0.531 0.531 

25 0.455 0.455 

26 0.470 0.470 

27 0.318 0.318 
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in the e-Learning environments. Based on the highest distances’ values, the students are
against the reduction of the interactionwith other students and the fact that online courses
offered them more opportunities to interact with colleagues.

Using the Jaccard distance and the Hamming distance on all the ratings given by
the students, an average value of 0.3043 is obtained (see Table 3), which means that the
grade of satisfaction is 3.478 (between average and high).

Table 3. Synthesis of the statistical analysis.

Criteria Grade for each statement Percentage result

Curricular area 3 3 4 3 0.650

Analysis of the presentation 4 4 5 4 4 0.680

Evaluation and corrections 3 4 3 4 4 4 0.699

Time analysis of courses 5 5 4 3 5 5 4 3 0.850

Social opportunities 2 4 3 3 0.600

The statistical analysis used implies assigning for each criteria an equal percentage
(20%) and every statement a percentage by dividing 20% by the number of statements
in the criteria. For each statement it’s found the grade with the most appearances. By
summing up the values in the column “percentage result” in the table below is obtained
the grade of satisfaction (3.479), which is approximately equal (due to the errorsmade by
using approximations) with the value obtained using the Jaccard and Hamming distance
algorithm.

This work has continued previous research on students’ satisfaction assessment and
searching ways for the improvement of education quality [9, 10].

5 Conclusions

This paper presented an assessment algorithm for evaluating students’ satisfaction in e-
Learning environments using three models (the Jaccard distance, the Hamming distance
and a statistical analysis) for a better and more precise way of finding the grade of
satisfaction.

According to the multi-criteria survey, the grade of satisfaction (3.478) inclines from
average to high, which shows that the students appreciate the flexibility of the e-Learning
environments regarding the aspects of location and time. Also, the study highlights the
lack of interaction student-student and student-teacher.

Therefore, the e-Learning systems are very helpful regarding the process of improv-
ing students learning experience and performance, but the students need the traditional
way for motivation and social purposes, because the online environment still needs
improving in that area. So, for now, a merge between the real and virtual medium is the
key for students to succeed in universities and why not, in life.



An Assessment Algorithm for Evaluating Students Satisfaction 621

References

1. Ozkan, S., Koseler, R.: Multi-dimensional students’ evaluation of e-Learning systems in the
higher education context: an empirical investigation. Comput. Educ. 53, 1285–1296 (2009)

2. Ragab, A.H.M., Noaman, A.Y., Madbouly, A.I., Khedra, A.M., Fayoumi, A.G.: Essam: an
assessment model for evaluating students satisfaction in E-learning environments. IJAEDU-
Int. E J. Adv. Educ. 4(11), 175–184 (2018). https://doi.org/10.18768/ijaedu.455619

3. Attwell, G.: E-Learning at the Workplace. In: McGrath, S., Mulder, M., Papier, J., Suart, R.
(eds.) Handbook of Vocational Education and Training, pp. 923–947. Springer, Cham (2019).
https://doi.org/10.1007/978-3-319-94532-3_110

4. Luaran, J.E., Samsuri, N.N., Nadzri, F.A., Rom, K.B.M.: A study on the students perspective
on the effectiveness of using e-learning. Procedia – Soc. Behav. Sci. 123, 139–144 (2014).
https://doi.org/10.1016/j.sbspro.2014.01.1407

5. Kattoua, T., Al-Lozi,M., Alrowwad, A.: Review of literature on E-Learning systems in higher
education. Int. J. Bus. Manage. Econ. Res. 7(5), 754–762 (2016)

6. Hancock, J.M.: JaccardDistance (Jaccard Index, JaccardSimilarityCoefficient).Dictionary of
Bioinformatics and Computational Biology (2004). https://doi.org/10.1002/9780471650126.
dob0956

7. Bravo, J.M.: Calculating Hamming Distance with the IBM Q Experience (2018). http://doi.
org/10.20944/preprints201804.0164.v1

8. Bonett, D.G., Wright, T.A.: Cronbachs alpha reliability: Interval estimation, hypothesis test-
ing, and sample size planning. J. Organizational Behav. 36(1), 3–15 (2014). https://doi.org/
10.1002/job.1960

9. Severin, I., Caramihai, M., Khalifa, M.: Assessing Students’ Satisfaction: a Case Study,
November 16–18, 2010, Manilla, Philipine, “Trends and Prospects of Innovation and
Entrepreneurship and its Implications in Engineering and Business Education amidst Global
Economic and Environmental Crises”, 3rd Int Conf. on Innovation & Entrepreneurship and
the 3rd Int. Conf. on Engineering&Business Education, Editors: DivinaM. Edralin, Giovanni
R. Barbajera, pp. 374–388, ISSN 2094 – 7607. http://www.icebe.net/

10. Bogatu, A.M., Cicic, D.T., Severin, I., Solomon, G.: Value through education. Faima Bus.
Manage. J. 5(1), 61–70 (2017). ISSN 2344-408

https://doi.org/10.18768/ijaedu.455619
https://doi.org/10.1007/978-3-319-94532-3_110
https://doi.org/10.1016/j.sbspro.2014.01.1407
https://doi.org/10.1002/9780471650126.dob0956
http://doi.org/10.20944/preprints201804.0164.v1
https://doi.org/10.1002/job.1960
http://www.icebe.net/


The Use of New Technologies
in the Organization of the Educational Process

Y. A. Daineko, N. T. Duzbayev, K. B. Kozhaly, M. T. Ipalakova, Zh. M. Bekaulova,
N. Zh. Nalgozhina(B), and R. N. Sharshova

International Information Technology University, Almaty, Kazakhstan
yevgeniyadaineko@gmail.com, nuri.nalgozhina@gmail.com

Abstract. This paper discusses the use of new technologies in education. The
analysis of the implementation of various innovative developments in education
is given. The authors presented the software product using smart technologies,
which allows studying physics using virtual reality. Such approach allowed to
make interaction with the application more interesting and memorable, and learn-
ing more effective. The Unity 3D cross-platform environment was chosen as the
development platform. The main functionality was written in C#. Graphic models
were created using Substance Painter.

Keywords: Smart technologies · Education · Virtual reality · Unity 3D · Leap
Motion · Virtual physical laboratory · Physics

1 Introduction

Modern society is in a state of global change. “E-government”, “e-learning”, “e-
university” – this is not an exhaustive list of concepts and phenomena that did not
exist in reality 30 years ago, but now have become an objective reality that changes both
social and economic and political mechanisms of society. The education system must
respond to the changes of post-industrial society. At the same time, as experience shows,
educational services in developed countries are turning into a highly profitable industry,
which means that there is a high demand for this “product”. For example, according to
some researchers, the export of educational services in the American economy brings an
average of $13 billion per year (5th place among the export sectors of the US economy).
Many countries claim that their GDP is based on a knowledge economy of 70–80%. At
the same time, 1.5 exabytes of information were created in the world in 2008, which
exceeds the volume of 5000 previous years, and the world volume of knowledge has
doubled every 72 h (3 days) since 2010 [1]. One of the modern ways of updating the
educational process is the use of new teaching methods and new ways of interaction
between teachers and students. The great interest is the use of computer-based training
systems with the use of new technologies, which should help to master new material,
monitor knowledge and help prepare training material. These may be virtual labora-
tories, which are a computer program or an associated set of programs that performs
computer modeling of some processes [2].
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Today the virtual reality technologies (VR - Virtual Reality) are increasingly con-
quering the information technology market and are in great demand when organizing
the educational process. Virtual Reality [3] - is the technology that uses software to
reproduce a three-dimensional realistic image of the environment in which the physical
movement of the user is simulated.

A special role is played by the use of such technologies in the study of natural sciences
and technical disciplines, for example, physics [4]. Physics is one of the main subjects
for specialists in the natural-technical field, the demand for which is growing every year
according to the industrial-innovative policy of the state. Computer modeling of physical
processes, implemented in the form of virtual physical experiments are increasingly used
in the process of teaching physics. Compared to real laboratory work, virtual laboratory
work has several advantages. Firstly, for a detailed study of physical processes, there
is no need to buy expensive equipment and hazardous radioactive materials. Secondly,
it becomes possible to simulate physical processes in detail, in order to show what is
happening inside of the process. Thirdly, virtual laboratory work has more visualization
of physical or chemical processes compared to traditional laboratory work. An important
factor is security. Compared to using real laboratory equipment, using a virtual laboratory
to study processes is undoubtedly a safer way of learning. In addition, software products
that simulate physical processes can be written in different programming languages and
using various development tools. At the same time, students can be directly involved in
the development of that tools.

The current system of higher education in Kazakhstan needs to be transformed. It
helps help to maximize the opportunities for training competitive local staff, increase the
salaries of teachers, improve computer literacy, actively master modern techniques and
technologies, regularly improve the skills of teaching staff through scientific internships
and seminars and provide an opportunity for working youth to receive special education
without discontinuing work.

The continuity of knowledge, the formation of a national model of multi-level con-
tinuing education, integrated into the world educational space and meeting the needs
of the individual and society, are the necessary conditions for the development of any
civilization. Great plans and accordingly great changes require constant discussion of
what and how to teach in a dynamically changing world, how to give young people the
same opportunities as their European peers have, how to give education a new impetus,
and how to make education – regardless of changes in life – reliable and competitive.

This article presents an example of the use of new technologies for the development
of laboratory work in physics. The virtual laboratory works developed by the authors are
implemented as an application for studying physics in higher educational institutions.

1.1 Related Works

One of the key problems of any education is the problem of retention of students’ atten-
tion. Virtual Reality allows keeping the attention throughout the lesson with the help of
the vivid impressions of things that students have saw. At the same time, attention is not
contemplative, but mobilizing. The use of VR expands the possibility of independent
work of students, forms the skill of research activities, provides access to various refer-
ence systems, electronic libraries, other information resources, and thus contributes to
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the quality of education. The feature of the educational process with the use of VR is
that the center of activity becomes a student who builds the process of learning based
on his individual abilities and interests. The teacher often acts as an assistant, consul-
tant, encouraging original findings, stimulating activity, initiative and independence. To
increase the interest of students, a media library, electronic textbooks with VR technol-
ogy on subjects can be used. These have a number of undoubtedly positive properties
that distinguish it from traditional ones. For example, a large number of slides and ani-
mations that enhance the students’ emotional and personal perception of the material
that has to be studied. The use of such a textbook allows to do much more in the lesson
than with the help of traditional means, to increase interest in the subject.

The inclusion of both audio and video tools in the learning process allows imple-
menting not only the principle of visualization, but also significantly increases interest
in learning. Video, as a medium of information, plays a significant role in the develop-
ment and education of children. For example, it can be widely used is courses about the
knowledge of the world and art, because the bright frames of nature paintings, historical
events and places including museum halls, art galleries, provide the scope for children’s
imagination, arouses desire to know more and explore new knowledge.

Theuse ofVRmakes the lessonmore dynamic, increases themotivation of students to
learn, and allows the teacher to improve the quality of education accordingwith the needs
of society. For instance, in [5] has shown modern approaches and examples of systems
and applications using augmented and virtual reality (AR/VR) technologies. It means
that they contribute to improvement of student learning ability and summarize skills in
the real world. Increasing the level of engagement, promoting self-learning, providing
multisensory training, increasing spatial abilities, confidence and pleasure, combining
virtual and real objects in a real environment and reducing cognitive load are some of
the findings presented in this paper. Thus, despite the fact that there are certain problems
before introducing virtual reality into educational practices, AR/VR applications provide
an effective tool for improving learning and memory, since such technologies provide
immersion in an environment enriched with several sensory features. In [6], a meta-
analysis of the use of educational games in museums is presented. This analysis is based
on a qualitative literature review comparing the educational roles of museums with the
earnest training games used to support these roles. This study can help game developers,
designers, tour guides in museums and practicing educators make decisions regarding
the choice of game type, customization and content design to support informal learning
in the specific context of museum educational activities.

Recently, smart mobile devices such as smartphones and tablets have led to the
introduction of widespread educational innovations. In [7], the position of teachers to
smartphones and tablets was studied, as well as their use in lessons in South Korea.
Although the results showed that teachers identified several factors in the inconvenience
of use, the main barrier of using digital devices in the classroom is the beliefs of teachers.

In the field of digitalization of education, a special place is given to artificial intel-
ligence. In [8], computational intelligence (CI) methodologies and machine learning
techniques were used to develop intelligent learning systems (STS). The integration of
artificial intelligence, data science and the Internet of things (IoT) will create a new
generation of intelligent systems for all tasks in the field of education and training. The
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article identifies and explores the benefits of such intelligent paradigms to improve the
effectiveness of intelligent learning systems. They also addressed the problems faced by
application developers and engineers in designing and deploying such systems.

Thus, the use of VR technologies opens up unlimited possibilities for improving the
quality of students’ knowledge, ensuring the intellectual development of each student,
and the effective organization of students’ cognitive activity.

2 General

International University of Information Technology has experience in the employment of
Smart-technologies in education. The departments “Computer Engineering and Infor-
mation Security” and “Radio Engineering, Electronics and Telecommunications” has
been working on developing their own software using new information technologies.
For example, some laboratory works in the course “Physics” are performed virtually
using applications developed by the authors. Modeling of physical experiments are car-
ried out in a virtual environment [2]. Students have the opportunity to set the initial
parameters and perceive the physical process as many times as desired.

For the development of software, the cross-platform environment Unity 3D game
engine from Unity Technologies for computer games has been used [9]. The application
workswith awiredmotion sensor LeapMotion [10], which designed formanual tracking
in virtual reality.

The virtual laboratory application using Leap Motion consists of the components
shown in Fig. 1. The structure consists of the Main Launch, which opens the application
and calls the following twomodules: tasks in the sections “Mechanics”, “Electrostatics”,
etc. and tasks with support of Leap Motion controller. Only the graphical interface is
visible to the user, but there are three more components hidden behind it: a shared folder
containing models, scripts and other necessary resources, separate folders for a specific
task, and a folder necessary for the correct work of Leap Motion.

Fig. 1. Application component diagram with Leap Motion
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The below Fig. 2 shows the main application menu with the integrated Leap Motion
controller.

Fig. 2. The main menu of the application with Leap Motion

Interactive control has organized using the Leap Motion controller, keyboard and
camera (mouse control), which also allows to rotate 3D scenes in different directions. In
addition, the program allows scaling the studied objects for a more detailed overview.
Dialog box updates when positions and viewpoints has changed. Interactivity is the main
advantage that provides visibility and quick assimilation of the studied materials.

3 Conclusion

Thus, the lesson with Virtual Reality not only enlivens the educational process, but also
increases the motivation in learning. The use of computer technology in the learning
process affects the growth of professional competence of a teacher. This contributes
to a significant increase in the quality of education, which leads to the solution of the
main task of educational policy. This article is devoted to the development of a software
application for studying physics using virtual reality technology. The future work is to
expand the functionality of the developed application by integrating into it new practical
tasks from other physics sections, animations that shows the physical processes in detail
to conduct the new physical experiments.

Acknowledgment. The work was done under the funding of the Ministry of Education and
Science of the Republic of Kazakhstan (No. AP05135692).
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Abstract. The paper presents conceptual design of a cryptocurrency price predic-
tion system. Algorithm for data collection and a LSTMneural network for predict-
ing future prices are presented. A brief explanation of the system implementation
is shown. The structure of the neural network and the tuning of the hyperparam-
eters are explained. Finally, experimental results with predicted future price of
Bitcoin cryptocurrency are presented. The results are compared to the prediction
of the Bitcoin price for the same time periods obtained by the Cryptomon system.
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1 Introduction

1.1 Motivation

Having knowledge about the past and being able to find dependencies and patterns in
it, helps us understand the present and predict the future. Cryptocurrency trading has
been an area of growing interest in the past years. In order to profit from selling and
buying “virtual money”, cryptocurrency markets must be monitored to make a proper
assessment of what the exchange rate for the respective cryptocurrency is expected to
be. The process of continuous monitoring cryptocurrency market prices and reading
thousands of news, affecting cryptocurrencies’ trading course, is a time consuming task.
The high processing power of modern computers gives opportunity for this process to be
automated and performed by neural networks, which analyze and process large amounts
of information available on the Internet.

1.2 Review of Existing Solutions

The majority of the publications concerning cryptocurrency price prediction describe
algorithms and methods, which are based on analysis of news and tweets extracted from
social media. Most of the published papers use text and sentiment analysis. Typically,
user comments and replies are used to predict the price of various cryptocurrencies for
different future periods, e.g. [1, 6–8].
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As the cryptocurrency prediction problem concerns forecasting unknown data on
the basis of past historical data, the proposed solutions usually use machine learn-
ing methods. Neural networks are the dominating method for predicting the price of
different virtual cryptocurrencies, though some authors use other classifiers, e.g. [4],
who use Logistic Regression, Random Forest, K-Nearest Neighbors, Linear SVM, and
Gaussian Naïve Bayes. Most of the papers expose prediction of popular cryptocurren-
cies as Bitcoin, Litecoin, Ethereum [2, 3, 5, 7, 9, 10, 12] and others expose different
cryptocurrencies as ZClassic [8]. For example very good results with high accuracy of
price prediction of six cryptocurrencies using Long-Short TermMemory (LSTM) neural
network are published in [11].

In common, themajority of publications focus on the predictionmethod. The authors
have not found publications concerning the design and implementation of a cryptocur-
rency price prediction system. Although the prediction methods and algorithms are no
doubt an essential component of the system, there are other parts, which are also sig-
nificant for the effective work of the prediction system. For example the system cannot
work without collecting information from remote sources. This function is performed by
the collector component of the system. Other important components of cryptocurrency
price prediction systems are those providing secure access of users to the functionalities
of the system.

Some of the implemented software products that predict cryptocurrency market
prices are reviewed in the comparative Table 1. Each of them is a web-based platform
and has a machine learning algorithm as part of its back-end logic.

Table 1. Review of existing solutions.

Cryptomon WalletInvestor CoinPredictor

Application type Web-based Web-based Web-based

Type of used machine
learning algorithm

K-nearest neighbors,
Multilayer
perceptron network

Neural networks Neural networks

Data sources No information is
available on the data
sources used

Cryptocurrency rates
and world news

Historical information
on the cryptocurrency
exchange rate

Predictions
visualization

Plot Plot Plot

Interactive
visualization

Yes No Yes

The authors have also not found in literature comparison of the results from the pub-
lished methods and algorithms for cryptocurrency price prediction with the predictions
obtained by the above-mentioned systems.
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1.3 Improvement Over Existing Solutions

Designing a predictive algorithm, which reflects the dynamically changing world and
improves its prediction accuracy over time, would automate the workflow of a human
expert in cryptocurrency market price analysis. The ability of machine learning (and in
particular LSTM neural networks) to detect correlations and patterns in time series, goes
beyond the capabilities of human memory. Building a platform for accurately predicting
the exchange rate of cryptocurrencies increases the profits in crypto trading and provides
expert knowledge in the hands of the average user. Implementing a secure communi-
cation layer, involving user authentication for gaining access to the predictions, made
by the machine learning algorithm, and providing simplified user interface containing
interactive diagrams, greatly improves the available software solutions. Incorporating
the previously stated concepts with the existence of a web application, as well as a native
Android mobile application, leads to high level user experience and makes the platform
stand out among other products available on the market.

This paper presents the design and implementation of a cryptocurrency prediction
system. The prediction method used is LSTM neural network. The main steps of the
design and implementation of the system are described. The structure of the neural
network and the tuning of the hyperparameters are explained. The work of the system
is tested with prediction of the price of Bitcoin cryptocurrency. The accuracy of the
predictions is compared to the results, obtained by the wide-spread system Cryptomon
using the same time periods and the same cryptocurrency.

2 Cryptocurrency Price Prediction System Concepts

Fig. 1. Conceptual model of the developed system
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The system consists of the following logical modules (see Fig. 1):

1. Collector – collects data from remote sources (APIs). The data is then stored in a
database for further usage by the machine learning algorithm;

2. Machine learning algorithm – converts the stored data to a suitable format for
machine learning (CSV files). The data is then processed by a LSTMneural network,
which outputs one day ahead predictions for the cryptocurrencies’ close prices. The
predictions are stored in the database.

3. RESTAPI – exposes the predictions made by the machine learning algorithm to the
end users. Gives permission only to authorized users to access the secured resources
(predictions).

4. Security – implemented with JWT authentication.
5. Front-end applications – Android and web application for displaying the predic-

tions to the users.

Components numbered from 1 to 4 form the back-end logic of the system and from
a development perspective are separate modules in a Spring Boot application.

From a conceptual and scientific point of view, the collector and themachine learning
algorithm are of major interest. They form the core functionality of the system.

2.1 Collector

The collector is a module in the system, responsible for gathering historical data for
cryptocurrencies, which is necessary for the machine learning process. The collected
data is of two types:

• The closing market price of the cryptocurrencies for each day.
• Numeric values, describing daily ratings for each cryptocurrency. The ratings are in
the scale from 1 to 10 and are calculated as a result of news classification.

Fig. 2. Conceptual model of collector
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The data is collected from two remote APIs – one for the market prices and one for
the ratings. A conceptual model of the collector is presented in Fig. 2.

The collector is responsible for handling the following logic (see Fig. 3):

Fig. 3. Workflow of the collector

• Checks for existing records in the database

When the back-end application is started, the collector first checks if any records in
the database are available. If the database is empty, the collector sends requests to the
remote APIs in order to gather all the missing data. The requested data is with time
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range beginning from the first day, for which information is available at the remote
APIs, until the day before the request is made. The reason why the end date for the
request is not equal to the date, on which the request is made, but the day before, is that
the closing price of the monitored cryptocurrency is determined every day at 23:59 by
the remote API. Another reason is that the remote API, which exposes ratings, based on
news classification, calculates ratings for each hour of the day, but the machine learning
algorithm uses the aggregated value for the whole day. After receiving the data, the
collector stores it in the database.

• Checks for up-to-date data

In case there is data available in the database, the collector checks its current status.
If data leaks are detected, the collector queries the remote APIs to collect the missing
information. The requested data is with time range beginning from the day, following
the last entry in the database, until the day, before the request is made;

• Collects data for the previous day

In case of up-to-date data with no missing time intervals in it, the collector queries the
remote APIs to provide data from the previous day. After getting a response from the
remote services, the collector persists the collected data in the database. The operation
is repeated daily.

2.2 Machine Learning Algorithm

The machine learning algorithm consists of two parts. The first one is loading the data
and transforming it in a suitable format for training the neural network. This process is
known as ETL (extract, transform, load). The second part is related to operations with
the neural network.

ETL

Selection of Input Variables According to the Problem Being Solved
Selection of appropriate input variables is essential in order to achieve accurate predic-
tions. Forecasting market prices, and in particular predicting cryptocurrency prices, is
not a trivial problem. Neural networks cannot be successfully trained to predict future
cryptocurrency prices only with an input variable, which represents the closing price
for the cryptocurrency. The reason for this is that no cyclicality can be observed in the
rate of cryptocurrencies. Networks are not capable to predict future jumps or downturns
that they have not seen before, without additional parameters to suggest similar upcom-
ing events. On the other hand, news report global events such as wars, financial crises,
disasters and more, that strongly affect cryptocurrency trading.

Three additional input variables are chosen in order to overcome the problem – news
sentiments. As a result, the input variables used for machine learning are:
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• Close price;
• News sentiment;
• Twitter sentiment;
• Reddit sentiment.

Transforming the Input Data
Predicting cryptocurrency prices can be classified as a supervised learning task of learn-
ing a function that maps an input to an output, based on example input-output pairs.
After transformation the input pairs look as described in Table 2. Each row in the table
contains numeric values for one day and the row sequence represents continuous time
series. Each row in Table 3 contains a single numeric value, which describes the tomor-
row’s close price of the cryptocurrency for the day that appears at the same row position
in the first table.

Table 2. Input data for the neural network

Close News_sentiment Twitter_sentiment Reddit_sentiment

7725.43 7.16717 5.85146 5.00671

7603.99 6.36183 4.24117 4.29825

… … … …

Table 3. Output data for the neural network

close
7603.99
7533.92

…

Data Modeling
The next step is to model the data in a way that the LSTM neural network can learn from
it and make accurate predictions. The data is transformed into overlapping sequences
of 20 days, used as inputs for predicting the 21st day’s value, following the respective
sequence. During the training process, the 21st day’s value acts as a label (after making a
prediction for the 21st day’s closing price, the real closing price for that day is presented
and the network tunes its weights in order to minimize its prediction error). The process
of data modeling is presented in Fig. 4.
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Fig. 4. Organization of overlapping sequences for a period of 20 days

Splitting the Data in Training and Test Sets
The data is split in ratio 8:2 – 80% of the data is used for training the neural network
and the rest 20% is used for testing it.

Data Normalization
The purpose of normalization is to transform the values of the input variables in such
a way, that they belong to a single numerical range. If the variables belong to different
numerical ranges, those whose values exceed many times the values of the others, will
have a greater impact on the output. The sentiments have values in the range [1, 10],
while the closing price varies in the range [3000, 10000]. Thus, the closing price has
a significant advantage over the other variables. The four input variables are of equal
importance to the problem being solved, so data normalization is required. Another
reason why the data needs to be normalized, is that the neural network is trained by the
optimization algorithm of gradient descent, and its activation functions have an active
range between −1 and 1.

Neural Network

Designing the Neural Network Model
The neural network consists of a LSTM layer and a dense layer. The LSTM layer is
a variation of a recurrent layer with memory. It is able to find long-term dependencies
in time series data. The dense layer limits the number of output parameters to one
(corresponding to the closing price for the next day) by applying an activation function
to the outputs from the previous layer. The activation function for the dense layer is a
linear activation function because it allows the neural network to predict higher values
than those, with which it was trained. This cannot be achieved by hyperbolic tangent
activation function or logical sigmoidal activation function. The input layer of the neural
network has 4 neurons - one for each of the input parameters, the hidden LSTM layer -
128, and the output dense layer - 1, which is equal to the number of outputs, due to the
regression nature of the problem being solved (see Fig. 5).
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Fig. 5. Neural network model

Hyperparameter Tuning
Choosing the right hyperparameters’ values is essential for successful network training.
Poorly selected hyperparameters can lead to slow or failed training. Below are listed the
hyperparameters and their respective values.

• Batch size – 32
• Epochs – 25
• Iterations per epoch – 100
• Learning rate – 1.10−3

• Activation functions – The LSTM layer uses a sigmoidal activation function to
control the inputs of LSTM cells, because the sigmoidal function has output values in
the range from 0 to 1. The activation function for the dense layer is a linear activation
function.

• Loss function – Mean Square Error (MSE). The error is measured as the arithmetic
mean of the sum of the differences between the predictions and the actual observations
squared (1).
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(1)

where yi is the prediction, made by the neural network, and is the actual observation.

Training the Neural Network
After the neural network model is configured, the network is trained on the training data.

The results from training the neural network with the above hyperparameter values
are presented in Fig. 6. The blue line shows the correct outputs and the orange one
presents the predictions made by the network during the training process.

Fig. 6. Results from training the neural network

Testing the Neural Network
Testing determines how satisfactory the neural network estimates are. The network
predicts on data it has not seen before and the predicted values are compared with the
correct outputs. The smaller the deviations between the two values are, the better the
forecasts are. The results are presented in Fig. 7.

Fig. 7. Results from testing the neural network.
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3 System Implementation

The crypto price prediction system consists of the following software modules:

• Spring Boot application (back-end)
Handles data collection (via the collector). For consuming RESTful services is used
Spring Boot’s HTTP RESTClient, which fetches data from the remote APIs. The
collected data is persisted in a MongoDB database and is then converted to CSV
files, used in the process of machine learning. The machine learning algorithm is
implemented, using the DL4J library for Java. The predictions, made by the LSTM
neural network, are persisted in the MongoDB database. A REST API is created
for exposing the predictions to the end users of the system. It is authenticated with
JWT (JSON Web Token) standard. In order to access secured resources, users must
authenticate themselves by providing a valid JWT.

• MongoDB database – a non-relational database, which provides dynamic schema
design and high throughput and latency.

• Angular web application (front-end) – provides high level user experience via inter-
active diagrams and animations. Requires the users to register themselves and login,
in order to get access to the system.

• Android mobile application (front-end) – implemented MVVM (Model-View-
ViewModel) architecture. Developed using the reactive programming paradigm.

4 Experimental Results

4.1 Tuning the Neural Network

The training data is obtained from CoinAPI (https://rest.coinapi.io/v1/ohlcv/BTC/USD/
history).

In order to obtain the most accurate predictions for the course of the monitored cryp-
tocurrency, the hyperparameters of the neural network are adjusted until the most satis-
factory results are achieved. The following are series of testing the neural network’s accu-
racy with different combinations of hyperparameter values, with which the network was
previously trained. The results of the experiments are presented in Fig. 8, 9, 10 and 11.

Fig. 8. Learning rate: 10−3, batch size: 32, number of neurons in the hidden layer: 64, loss
function value: 0.0042

https://rest.coinapi.io/v1/ohlcv/BTC/USD/history
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As it can be observed from the experimental results, the neural network’s predic-
tions improve with increasing the batch size and the number of neurons in the hidden
layer. The most accurate predictions are shown in Fig. 11 with respective values of the
hyperparameters: learning rate: 10−3, batch size: 128, number of neurons in the hidden
layer: 512.

Fig. 9. Learning rate: 10−3, batch size: 32, number of neurons in the hidden layer: 128, loss
function value: 0.0038

Fig. 10. Learning rate: 10−3, batch size: 64, number of neurons in the hidden layer: 512, loss
function value: 0.0036

Fig. 11. Learning rate: 10−3, batch size: 128, number of neurons in the hidden layer: 512, loss
function value: 0.0029
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4.2 Estimating the Neural Network’s Predictions Accuracy

In Fig. 12 are presented the predictions made by the neural network and the actual
corresponding close prices of Bitcoin in the time period 25.03.2019–13.05.2019. After
that, a formula for estimating the predictions’ error is presented.
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Fig. 12. Comparison between actual close prices and predicted close prices

For measuring the predictions’ accuracy of the forecasting algorithm is used the
Mean absolute percentage error (MAPE). It expresses the accuracy as a percentage, and
is defined by the formula (2):

M = 100%

n

n∑

t=1

∣∣∣∣
At − Ft

At

∣∣∣∣ (2)

where At is the actual value and Ft is the forecast value.
After performing the necessary calculations, the error is estimated to be equal to

3,61%, which means that the accuracy of the neural network’s predictions is 96,39%.

4.3 Comparison of the Implemented Algorithm’s Accuracy with Other
Implemented Crypto Price Prediction System (See Table 4 and Table 5)

Figure 13 presents a comparison between the actual close prices and the predictions
made by the implemented algorithm and the Cryptomon system.
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Table 4. Comparison between actual close prices and predicted close prices

Date Actual close price (USD) Implemented algorithm Cryptomon

25.3.2019 3907,53 3992,93 4096,08

1.4.2019 4137,00 4013,95 4943,10

8.4.2019 5253,62 5181,36 5106,67

15.4.2019 5027,31 5161,32 5275,06

22.4.2019 5387,60 5409,76 5138,21

29.4.2019 5148,25 5318,54 5745,56

6.5.2019 6027,90 5564,17 7142,76

13.5.2019 7793,47 7309,62 8091,55

Table 5. Comparison of estimated errors of both systems

MAPE (%)

Implemented algorithm 3,353

Cryptomon 8,823

Fig. 13. Comparison between actual close prices and predictions made by both systems.
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5 Conclusion

Cryptocurrency price prediction is always on the top of the list of uses for machine learn-
ing and neural network algorithms and it makes a major contribution in crypto trading.
This work focuses on the development of project based on the collector (responsible for
gathering historical data for cryptocurrencies) and on the machine learning algorithm
(responsible for neural network training and for neural network prediction operations).
The neural network is designed to study and classify values of hyperparameters. The pre-
dictions from the neural network improve with increasing the batch size and the number
of neurons in the hidden layer. A comparison between actual close prices and predicted
close prices is made for defined test period. The accuracy of the neural network’s pre-
dictions is 96,39%. The comparison of the accuracy of the implemented algorithm with
another implemented crypto price prediction system is presented. The results show that
the implemented algorithm produces more accurate predictions of the cryptocurrency
price.

It would be interesting for future research to identify and to collect additional data
sources. The prediction model would be more effective if the number of monitored
cryptocurrencies is increased or more analytic data strategies are developed. In order to
improve the prediction process, a parallelization of machine learning algorithms would
be effective for training data.
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Abstract. Intelligent agents in multi-agent systems may have different strategies
to reach the common goal. Discovering these strategies gives an advantage to the
opponent systems. Deep Learning algorithms were applied to find parameters of
pre-defined types of agent strategies. Different types of models were compared to
reach discovery accuracy rate. Numerical experiments show that Deep Learning
technique may be successfully applied to discover agent strategies. Simulation
shows aswell that itmay be used effectively to optimize parameters so that strategy
discovery of the opponent system will be much more challenging.

Keywords: Strategy discovery ·Multi-agent system · Deep learning

1 Introduction

These days it is common to use complex systems consisting of multiple communicating
components that cooperate to reach a common goal. For example, in computer games,
each player is an individual component and together they form a multi-agent system of
intelligent agents [6]. These agents operate based on chosen strategy to win the game.
The strategy is usually hidden from the opponent players, and often are learned and
improved throughout the game.

As multi-agent systems become more evolved, their strategy becomes more com-
plex and harder to understand and predict. Classification of the strategic behavior of a
multi-agent system in order to know its strategy can have many benefits. It allows users
to understand and evaluate a multi-agent system’s behavior, determining its strengths
and weaknesses [3]. In addition, it allows a competitor facing a multi-agent system to
anticipate and counter the system’s actions.

Deep Learning (DL) algorithms are commonly recognized as effective tools to find
hidden dependencies within a large dataset. In that way, they can learn a given problem,
assuming that enough data is provided.DL algorithms are being extensively used by large
corporations to learn about their users and improve the performance of their complex
systems and are used by governments to predict potential terror attacks.

While research has been concentrated on discovering strategic plays from multi-
agent actions [1], and on using DL for predicting human strategic behavior in normal
games [2], an extensive search of leading academic resources suggests that research
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into whether DL can be effective in discovering and classifying strategic behavior of
multi-agent systems still remains to be done.

The main purpose of this study was to examine applications of Deep Learning
techniques to strategic behavior discovery and classification.

The paper is organized as follows: first we describe the research environment and
the algorithms which were chosen for this paper, following presentation of results and
conclusions from multiple numeric experiments.

2 Strategic Behavior Discovery

The research environment consists of certain number of agents and amoving target. Each
agent has a predefined strategy which it follows during the simulation. Three different
parameter-based strategies were defined:

• The agent calculates the target’s estimated path and moves towards the next estimated
target’s location.

• The agent evaluates who from all the agents in the environment can reach the target in
the shortest time. If this agent is the closest one, it moves towards the target’s estimated
next location. If not, the agent keeps moving in its current direction.

• The agent calculates who from all the agents in the environment can get to the target
in the shortest time. If this agent is the closest one, it moves towards the target’s
estimated next location. If not, the agent remains in its current location.

Each of those strategies depends on the following parameters:

Acceleration factor - The agent’s acceleration magnitude is multiplied by this factor to
make its velocity increase or decrease.
Direction factor - The agent’s direction ismultiplied by this factor to change its direction.
The number of time frames to wait - The agent can stay in the same location for a few
time frames.

The environment consists of few interconnected modules, as shown in Fig. 1.

Fig. 1. System architecture block diagram.
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2.1 Multi-agent System Simulator

This module simulates a group of agents that move in a predefined area with a set of
parameter-based strategies. The goal of the agents is to catch a moving target within a
predefined time frame. The simulator creates the dataset for the further processing of DL
algorithms. A pre-configured number of simulations is performed for a set of strategies.
Once all the simulations are created, the dataset is passed to the strategy identifier.

2.2 Strategy Identifier

The Identifier consists of a set of Deep Learning models. All models are trained on the
given dataset created by the simulator and produce a prediction for each agent about its
associated strategy. The predictions and the known values are passed to the Comparison
Module which calculates the overall average accuracy score for all the predictions. Once
the accuracy score is calculated it is passed to the Simulator Strategy Optimizer which
creates a feedback loop between the strategy identifier and the multi-agent system.
Table 1 summarizes comparison of three different DL models:

• GoogleNet model – Selected because of its ability to work effectively with a large
number of parameters. It has only 4million parameters thanks to usage of the inception
models [4].

• VGGNet model – Chosen for its simplicity. It is a very deep convolutional neural
network that has been proven to produce very good results [5].

• SimpleVGG model – 4 convolutional layers and 2 fully connected layers, with a total
of 21million parameters. Uses asymmetric filters with the first layer of 5 * {number of
axis} size. This model samples each agent individually and better fit to the dataset. We
proposed this model to produce better results for the problem with fewer parameters
to provide faster training.

Tomake a prediction for each agent possible, the final layer for eachmodel is amulti-
head node with each head wrapped with a softmax function to generate a prediction for
a specific agent.

2.3 Simulator Strategy Optimizer

The multi-agent system operates with a given set of parameter-based strategies. The
optimizer selects strategy parameters based on results of previous iterations. On each
iteration the Optimizer evaluates the time DL needs to discover the strategy and choose
new strategy parameters for the next iteration. The last are chosen by analyzing accuracy
scores with intent to make the discovery harder for the next iteration.
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Table 1. Summary of the models used

GoogleNet VGGNet SimpleVGG

7 × 7 Convolution layer 3 × 3 × 64 Convolution layer 5 × *{number of axis} × 96
Convolution layer

3 × 3 max pool layer 3 × 3 × 64 Convolution layer 5 × 5 × 256 Convolution layer

3 × 3 Convolution layer 2 × 2 max pool – stride of 2 2 × 2 max pool – stride of 2

3 × 3 max pool layer 3 × 3 × 128 Convolution layer 2 × 5 × 384 Convolution layer

inception layer 3 × 3 × 128 Convolution layer 2 × 5 × 384 Convolution layer

inception layer 2 × 2 max pool – stride of 2 2 × 2 max pool – stride of 2

inception layer 3 × 3 × 256 Convolution layer FC-1024

inception layer 3 × 3 × 256 Convolution layer FC-100

inception layer 3 × 3 × 256 Convolution layer

inception layer 2 × 2 max pool – stride of 2

inception layer 3 × 3 × 512 Convolution layer

inception layer 3 × 3 × 512 Convolution layer

inception layer 3 × 3 × 512 Convolution layer

2 × 2 max pool – stride of 2

3 × 3 × 512 Convolution layer

3 × 3 × 512 Convolution layer

3 × 3 × 512 Convolution layer

2 × 2 max pool – stride of 2

FC-4096

FC-4096

FC-1000

3 Results

In this research we wanted to understand the efficiency and the boundaries of different
DLmodels to discover the strategies of multi-agent systems. The numerical experiments
were provided to measure accuracy of discovery and to optimize strategy parameters to
challenge the discovery system. To find specific strategies that challenge the discovery
systemwe performed optimization using different direction and acceleration parameters
to find the lowest accuracy rate.

Figure 2 contains the measured performance rates of the VGGNet model. The
VGGNet model consists of 138 million parameters. It takes an average of 2 h to train
each run on 50k training examples, on a 4k GPU. The results indicate that the VGGNet
model recognized the right strategy in 99% of the times, in a setup of 3 agents operating
with 3 strategies. The lowest accuracy rate of this model is 48%, in a setup of 10 agents



648 B. Morose et al.

operating with 10 strategies. The VGGNet model reached 70% accuracy in setups of 3
to 9 agent operations with 3 to 6 strategies.

Fig. 2. Performance rates of the VGGNet model

The SimpleVGG model, similarly to the VGGNet model, recognized the right strat-
egy 99% of the time, in a setup of 3 agents operating with three strategies, as described
in Fig. 3 below. The lowest accuracy rate of this model is 47%, in a setup of 10 agents
operating with 10 strategies. This model consists of 21 million parameters and it takes
an average of 1.5 h to train each run on 50k training examples, on a 4k GPU.

Fig. 3. Performance rates of the SimpleVGG model

Contrary to the VGGNet model, and the SimpleVGG model, the highest accuracy
rate the GoogleNet model was able to reach was 85%. The accuracy rates of this model
are shown in Fig. 4. In a setup of 10 agents operating with 10 strategies, the GoogleNet
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model achieved an accuracy rate of only 17%. The GoogleNet model consists of 21
million parameters and it takes an average of 1.5 h to train each run on 50k training
examples, on a 4k GPU.

Fig. 4. Performance rates of the GoogleNet model

Figure 5 below shows the optimization process of the direction factor parameter in a
configuration of 6 agents using 6 strategies. The lowest algorithms’ accuracy was found
after 20 iterations.

Fig. 5. Discovery accuracy optimized with direction factor parameter
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Figure 6 describes the optimization process of the acceleration factor parameter,
in the same setup as mentioned above. The value of this parameter was 0.3, when the
algorithms’ accuracy rate was the lowest (64%).

Fig. 6. Discovery accuracy optimized with size factor parameter

4 Conclusion

This study investigates the implementation of Deep Learning techniques to strategic
behavior discovery of multi-agent systems. Provided numeric experiments were limited
to 10 agents and strategies. The results indicate that the algorithm manages to classify
the strategies of 3–9 agents operating with 3–6 strategies successfully. We found that
the number of strategies has a great influence on the algorithm’s performance, while the
number of agents has little influence. Parallelization of the testing and training processes
was a very efficientway tomakemassive numerical experiments. The proposed approach
successfully found strategies whose discovery rate with DL do not exceed more than
64.33%.

The results show that between the proposed SimpleVGG model and the GoogleNet
model there is a big difference in performance, in all the configurations. The unique
inception model doesn’t perform as well as we assumed it would. However, between
VGGNet network and the SimpleVGG model there is almost no difference in terms of
performance even during testswithmany agents/strategies. This is surprising asVGGNet
consists of almost 6 times more parameters than the SimpleVGG model. From a certain
point the increase in parameters and convolution layers (the depth of the neural network)
does not help the algorithm to achieve better performance.However, the number of agents
and strategies has significant influence on the algorithm’s results, as the accuracy of the
algorithm decreases when the number of agents and strategies increase.
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Abstract. The work considers the urgent task of collecting and analyzing infor-
mation received during the work of the taxi order service. The data obtained by
the taxi service can be easily represented by different time series. Particular atten-
tion is also paid to the use of neural networks to solve the predicting problem.
The relevance of using neural networks in comparison with statistical models is
substantiated. The special software used allows one’s to collect information on the
operation of the service in a variety of SQL tables. Particular attention is paid to
existing programming languages that allow to implement data mining processes.
The strengths and weaknesses are highlighted for this languages. Based on the
accumulated data on the numbers of taxi service orders, the algorithms for pre-
dicting the operation of a taxi service were studied using both neural networks and
mathematicalmodels of randomprocesses. Comparative predicting characteristics
are obtained, variances of predicting errors are found. The results of construction
using autoregressive and doubly stochastic models, as well as using fuzzy logic
models, are presented. It is shown that the use of neural networks provides smaller
errors in predicting the number of taxi service orders.

Keywords: Data mining · Fuzzy logic · Mathematical modeling · Prediction ·
Taxi order service

1 Introduction

Currently, there is a rapid introduction of information technology in almost all areas of
economic and social activity. One of the most important areas of research is data mining
[1–3]. The tasks of the intellectual analysis ofmultidimensional data are of particular rel-
evance. It is clear that the results of such an analysis greatly facilitate thework of a person
both in solving various applied problems and in scientific research. At the same time,
the number of tools providing such processing is growing. Indeed, modern computer
technology allows us to accumulate huge amounts of data. In addition to high-quality
processing of such material, such as, for example, when solving image processing prob-
lems [4–6], it is also necessary to be able to analyze the available information. Such an
analysis can often be associated with the prevention of critical situations in the operation
of a technical object. However, the introduction of information technology in the field
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of transport activity began relatively recently. In this regard, a qualitative description of
the data on the work of the taxi order service has not yet been received. Nevertheless,
attempts were made to analyze the data of taxi order services [7–12]. However, they are
all local in nature. And the introduction of existing software into existing systems that
would perform real-time analysis and signal the presence of overloads or lack of drivers
has not yet been implemented. Thus, it is relevant to study the algorithms of data mining
of a taxi order service and implement them in a software package that provides a taxi
order service.

2 Neural Networks for Prediction Tasks

In the current economic situation and a sharp increase in the pace of development of
science and technology to obtain effective profits in the market, the issues of planning
and decision-making based on predicting are becoming increasingly relevant. In this
regard, the task of predicting time series is urgent, because in the conditions of a market
economy, an enterprise needs to study data on the state of activity in the past in order to
assess future conditions and results of work. If an enterprise does not clearly and effi-
ciently analyze and predict the economic indicators of its activities, constantly collect
and accumulate information on both environmental factors and its own prospects and
opportunities, then it will not be able to achieve stable success. Using various prediction
methods, we can draw conclusions about the financial condition of the enterprise, about
the current situation in the market of goods and services. Until recently, statistical meth-
ods remained the main methods for predicting time series. However, the mathematical
models associated with these methods [13, 14] are not always linear, and therefore they
cannot predict complex phenomena and processes in which the data model may be non-
linear. In these cases, the apparatus of neural networks comes to the rescue. A neural
network is a mathematical tool that allows you to simulate various kinds of dependen-
cies, examples of which are linear models, generalized linear models, nonlinear models.
The ability to model nonlinear relationships is the main advantage of neural networks.
The ability of a neural network to generalize and highlight hidden relationships between
input and output data leads to the ability of a neural network to predict. A trained neural
network is able to predict the future significance of some factors that currently exist on
the basis of their previous values. To predict future values, it is necessary to prepare
data for training and testing the network, select the topology, basic characteristics and
training parameters of the neural network.

3 Architecture of Software Package for the Taxi Order Service

For organization of taxi order service it is possible to consider a project based on a
contact center. At the same time, telephony is delivered to operators directly via the
Internet, which requires only a computer with a headset. For the organization of a taxi
dispatch, a powerful hardware and software complex is needed. Its application allows
several thousand cars to work in real time.
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Obviously, the use of this technology allows to effectivelymanage resources, increase
the speed of processing orders, always have actual customer numbers, and reduce the
time for receiving applications.

For the contact center to work, a multi-channel phone number is required, which
will allow taxi service to receive many calls at the same time. To do this, it is necessary
to use the technology of IP-telephony. One of the most common telephony servers is
the Asterisk server, which allows one’s to work with SIP telephony. Such a telephone
exchange should be configured to distribute calls to taxi service operators. The call is
processed using a special program that provides the operator with a taxi order form based
on an Internet browser. To store information about calls, a database server is used, for
example, MySQL. Tariffs are set using a separate module having the name Tariff, which
is programmed for its use on the web.

Thus, it is advisable to use virtualization methods to separate various servers, includ-
ing a telephony server, a telephony database server and a web server. In addition, an
application server is also needed, through which information is transferred from the
contact center to the drivers. This is provided by a special taxi program. And here it is
recommended to use another database server to store information on orders.

Figure 1 shows the full architecture of the considered service.
The application for the Taxi program can have versions that work just under java

(for old devices), or oriented to modern devices running Android and iOS.
With the acceptance of the order by a specific driver, the database is updated. For

example, information about the car, time of taking the order, etc. is recorded. This can
be used to inform the client about the assigned car.

Fig. 1. The structure of the taxi order service

Statistics are collected using database servers, however, the information is presented
in a convenient form using the Tariff module, which allows to display statistics either
in a text document or in an excel format document. Figure 2 presents the processed
information on the distribution of orders, preserving the properties of a real sequence.
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Fig. 2. Distribution of orders by days with conversion (the number of orders is postponed on the
Y axis, days during the year are postponed on the X axis)

It should be noted that the process in Fig. 2 has a heterogeneous structure, as well
as some periodic features. Therefore, it is necessary to select the most adequate model
in order to more accurately describe all characteristics of the distribution.

4 Presentation of Taxi Service Data

Given the analysis, it is necessary to predict the sequence shown inFig. 3 bymathematical
models of randomprocesses andmodels of fuzzy logic. It should be noted that taxi service
data is confidential that’s why it is necessary to transform this sequences. However the
transformation preserve all main properties in covariance and ranges.

Fig. 3. Orders distribution for all days in year (from January, 1st to December 31st)

Table 1 presents possible models for predicting. It is worth noting that in the doubly
stochastic model there is a change in correlation parameters. The doubly stochastic
model is considered in more detail in [15, 16].
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Table 1. Data representation models for describing taxi service

Model Equation

Autoregressive model Oi = ρOi−1 + ξi, i = 1 . . .N

Doubly stochastic model Oi = ρiOi−1 + ξi, i = 1 . . .N , ρi = ρ̃i + mρ

ρ̃i = rρ̃i−1 +
√

σ 2
ρ (1 − r2)ςi

To adjust the resulting time series, it is possible to use the mathematical models
presented in Table 1. In this case, it is worth to divide the existing time series into 344
and 21 values. In the first group, the models will be trained, and the second group is
test in the sense of prediction by the model. In order to estimate the parameters of non-
neural network models (Table 1), the Yule-Walker equations or pseudo-gradient search
[17] may be used.

However, models based on machine learning have also proved their worth. In partic-
ular, the forecasting algorithms from Table 1 can be expanded using fuzzy logic models.
In this paper, we choose fairly simple knowledge bases. The first knowledge base refers
to a model of the Mamdani type, the second knowledge base refers to a model of the
Sugeno type. These models differ in that the fuzzy inference of Mamdani will consist of
fuzzy terms at the output and input, and the fuzzy conclusion of Sugeno is constructed
in such a way that the output variables (inference) appear to be a functional dependence
on the input variables. To describe Mamdani’s knowledge base, the following method
should be considered [18]:

IF (x1 = ai1 & x2 = ai2 . . . xn = ain),

THEN y = di, having weights wi, i = 1,N , (1)

where aij is fuzzy term that is used for a linguistic variable to evaluate factor xj in the
i-th decision rule, i = 1,N , j = 1, n; N is number of knowledge base rules; di is the
consequent for i-th rule represented in the form of a fuzzy term; wi ∈ [0; 1] is weight
of the i-th rule, which reflects the confidence of the expert in its reliability.

To build a fuzzy model of the Mamdani knowledge base, one should use the c-
means algorithm adapted for fuzzy sets. Then the task of dividing the available data into
classes (learningwithout a supervisor) is easily formulated on the basis of a characteristic
function. It is clear that the values of such a function cannot be less than 0 and more
than 1, since it reflects the probability that a particular sample reference belongs to any
of c classes. It is further proposed to describe the fuzzy cluster separation matrix based
on the characteristic function in the following convenient form F = [μki], where μki ∈
[0, 1], k = 1,M , i = 1, c. Here the k-th is the characteristic parameter of the probability
of belonging of the element Xk = (xk1, xk2, . . . , xkn) to classes A1,A2, . . . ,Ac. Matrix
F should be constructed so that it will be met the following requirements [18]:

∑
i=1,c

μki = 1, k = 1,M ,

0 <
∑

k=1,M

μki < M , i = 1, c.
(2)
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The point of using fuzzy clustering based on c-means is to calculate matrices F
and class centers by successive iterations. In this case, classes can be called clusters
for convenience, since they denote a region on a data set. The scattering criterion or,
conversely, the closest proximity is used as an objective function. The task of building
the Mamdani knowledge base is to minimize the objective function, as in many other
machine learning algorithms [19]:

∑

i=1,c

∑

k=1,M

(μki)
m‖Vi − Xk‖2 → min, (3)

where Vi =
∑

k=1,M

(μki)
mXk

∑
k=1,M

(μki)
m are centers of fuzzy clusters; m ∈ (1,∞) is exponential

weight.
Abnormal points for the cluster are calculated based on the Euclidean distance. After

that, there are functions responsible for classifying the output variables as defined in the
cluster based on the rules of the knowledge base. Input variables are clustered in the
same way.

As noted earlier, the Sugeno knowledge base model, unlike theMamdani knowledge
base, makes the value of the output variables dependent on the input. In general, the
Sugeno model can be represented as follows [20]:

IF (x1 = ai1 & x2 = ai2 . . . xn = ain),

THEN dj = bj0 +
∑

i=1,n

bjixi, (4)

where bj0, bj1, . . . , bjm are some real numbers.
Usually the majority of fuzzy knowledge bases are developed on the basis of cluster-

ing methods. Examples of such algorithms are subtractive clustering or c-means algo-
rithm for fuzzy sets. The synthesis of a fuzzy Sugeno knowledge base, when there is
a set or sequence of data, takes place in two main stages. First, you need to choose a
knowledge basemodel architecture that can apply IF-THEN statements using subtractive
clustering to all input parameters and their totality. Then it is necessary to evaluate the
parameters of the model for generating output variables based on the machine learning
algorithm ANFIS. The full name of the ANFIS algorithm is a network-based adaptive
fuzzy inference system. During the evaluation of parameters, they are tuned to the mem-
bership functions, and the weights of the rules from the fuzzy knowledge base are also
adjusted. Obviously, fuzzy clustering can provide identification of characteristic simi-
lar data groups (clusters) among a huge set of information. This is important because
explicit model training is not provided. Moreover, this approach allows the identifica-
tion and construction of the structure of a fuzzy knowledge base in an acceptable time.
The subtractive clustering algorithm also ensures that the model independently selects
the optimal number of clusters. Subtractive clustering is based on the following steps.
First, samples of the initial set are considered, which could be used as cluster centers.
Then, the probability is calculated that the current element is indeed the center of the
cluster. Further, as a result of such division, it is necessary to find the point with the
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greatest potential among the given centers of the clusters. In this case, the deduction
of the contribution of the newly discovered cluster is taken into account. Finally, an
iterative procedure is implemented that provides the calculation of other potentials and
the search for cluster centers. Iterations stop when the maximum potential exceeds the
threshold selected at the start of clustering [20]. It should be noted that the subtractive
clustering algorithm does not actually belong to the class of fuzzy algorithms, but it is
often used in systems that allow you to independently (without a supervisor) generate
fuzzy rules for any data set.

Given the above, it is possible to identify fuzzy knowledge bases which use sub-
tractive clustering. Moreover, such a method, firstly, creates clusters based on the data
space that includes the most similar data samples, and, secondly, provides a knowledge
base with a set of fuzzy rules. Applying these fuzzy rules to new arbitrary data, you
can determine which cluster they belong to. Otherwise, they can create a new cluster.
When the cluster membership probabilities are reflected in the entire input space, some
approximation is performed. On its basis, the membership functions of data set elements
to knowledge base clusters are calculated. The clustering procedure is based on fuzzy
rules. To make the rule inference effective, the least squares method is used.

Thus, the second stage in the Sugeno model involves the use of the ANFIS algorithm
with further adjustment of the parameterswithin the developedknowledgebase. Since the
conclusion is presented as a formulation of a neuro-fuzzy model, training algorithms for
neural networks, for example, with the back propagation of error, are easily applicable to
such a base. By its architecture, the ANFIS network is isomorphic to a fuzzy knowledge
base. This network consists of five fully connected layers. In this case, the signal in the
network spreads only directly. Each layer has its own task. The first layer is required
to accept the input. The second layer operates using fuzzy rules. In the third layer, the
input and responses of the second layer are normalized. The fourth layer is used to form
fuzzy logical conclusions. Finally, on the fifth layer, all the results are complexed and
the network output signal is given. The ANFIS network uses a classic combination of
back-propagation error algorithm and least squares method for training.

5 Prediction Efficiency Analysis

Using the programming languagesMatlab and Julia, predictionswere simulated based on
autoregressive and doubly stochastic random sequences, as well as using fuzzyMamdani
and Sugeno sets. The relative variances of prediction errors of the last twenty-one values,
respectively, are following:

1) variance of predicting error when using autoregressive model is 0.718;
2) variance of predicting error when using doubly stochastic model is 0.381.
3) variance of predicting error when using Mamdani fuzzy logic model is 0.304;
4) variance of predicting error when using Sugeno fuzzy logic model is 0.206.

Figure 4 shows the predictions themselves and the real data. The solid line character-
izes the initial number of orders (converted value), the dashed line shows the prediction
based on the Mamdani model, the dashed line shows the prediction based on the Sugeno
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model, the predicted values using the autoregressive random process are marked with a
triangular marker, and the predicted values using the doubly stochastic random process
are marked with a square marker.

Fig. 4. Prediction of the number of taxi service orders by mathematical models of random
processes and fuzzy logic models

Analysis of Fig. 4 shows that the use of a doubly stochastic model provides a more
accurate prediction than conventional autoregression. It should also be noted that fuzzy
logic provides more efficient predictions. Moreover, a number of interesting features
inherent in fuzzy logic predictions can be highlighted. First, the variances of prediction
errors based on fuzzy logic models do not differ as significantly as the variances of errors
for predictions based on autoregressive processes. Secondly, both models of fuzzy logic
provide a smaller variance of error in prediction.

To study the pricing algorithm based on neural networks, the following factors were
selected as significant factors: order time, probability of rainfall, minimum trip cost,
number of free cars in the order area, trip distance. Accordingly, a control action was
formed at the output that affected only the minimum cost of the trip in these conditions,
as well as the price of the trip itself. Decisions were made by taxi order managers.
Figure 5 shows the dependence of the order price distribution depending on distance.

Several neural networks with back propagation of errors were trained to predict
the control action. Despite the fact that general regression networks provide absolute
accuracy in the training set, their application in the test set leads to significant errors. A
network based on 5 neurons best approximates data on the formation of a control action.
Figure 6 shows the forecast of the control action of the test sample: the solid (red) line
is the real value, the dashed (blue) line is the worst network, and the crosses are the best
network.

Thus it is possible to predict control action for taxi service order using neural
networks.
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Fig. 5. Price distribution for different distances

Fig. 6. Control action prediction

6 Conclusion

The main results of the study are as follows:

1) The programming languages for data mining were analyzed, including data on the
operation of the taxi order service. For primary research, the popularMatlab language
and the relatively new Julia language were chosen.

2) A software architecture has been developed and implemented to organize the col-
lection of taxi order service data, which includes a Web server, a database server,
and an application server.

3) Stochastic models of random processes and fuzzy logic models that can be used in
predicting the number of taxi service orders are presented.
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4) Predictions of the number of taxi service orders using various models have been
made and comparative characteristics of such predictions have been obtained.

5) It is shown that models based on fuzzy logic provide a gain in comparison with
mathematical models of random sequences when predicting taxi service data about
20-50% of the variance of prediction errors.

Thus, the results obtained allow us to say that the implementation of data mining
algorithms in taxi order services is real today using machine learning methods, but
additional control by a person is required.

In the future, it is planned to consider deep learning for the analysis of taxi service
data. It is also planned to cluster multidimensional data on the operation of a taxi service
using Gaussian mixtures models.

Appendix

Before implementing the data mining algorithms in a specific programming language,
it is worth to consider the main trends in this area [21].

A huge number of tasks today are associated with the processing of experimental
data, or with mathematical modeling of some real process. These tasks are successfully
solved by such hardware as personal computers and, in some cases, even computing clus-
ters and supercomputers. In the software part, there are many programming languages
that can be used for numerical calculation. Compared to general-purpose languages, they
provide a simple (often intuitive) program syntax, as well as a large library of special-
ized functions. All of them are interpretable, which speeds up the implementation and
debugging of algorithms, but negatively affects the speed of programs. These include
Matlab, with its implementations such as Octave and Scilab. These programs operate
perfectly with matrix calculations. Python is also gradually gaining popularity in the
scientific community, along with the optional NumPy and SciPy modules.

Unfortunately, increasing the speed of programs requires moving the code to one of
the traditionally used static languages (C/C++, Fortran). Obviously, the need to rewrite
the program creates additional difficulties for the researcher.

Let consider some already proven tools and relatively new languages, such as Julia
[22] in more detail. The analysis shows that the following table (see Table 2) can be
compiled quite fully characterizing the studied programming languages.

Thus, an analysis was performed on programming languages that can now be suc-
cessfully applied to data processing. It is important to understand what tasks need to
be solved in order to choose the necessary language. After all, some languages have
specificity and versatility, and some languages have properties of convenience and effi-
ciency. Nevertheless, for our research on predicting the number of taxi service orders, we
will choose the languages Matlab (for implementing mathematical models of random
processes) and Julia (for implementing models of fuzzy logic).
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Table 2. Programming languages for data analysis

Programming language Advantages Disadvantages

R Freeware
The language has an open
license; it consists of open source
packages oriented towards data
processing tasks. For example,
neural network technologies,
nonlinear regression algorithms,
libraries for graphic display, etc.
This language also works well
with matrix algebra data. Good
data visualization, for example,
through the ggplot2 library

The main disadvantage is low
productivity. In addition, this
language is specific, and it cannot
be used as a general programming
language. It should also be noted
that R has some features unusual
for programming languages, in
particular, it starts indexing from
1, not 0

Python Freeware
This language can be used as a
general-purpose programming
language. It includes special data
processing modules. It has broad
integration with online services.
In addition, it is believed that
Python is a fairly easy language
to learn. Machine learning is
implemented through
TensorFlow, pandas, scikit-learn

Low type safety associated with
type mismatch errors. The lack of
a huge number of application
packages for data analysis
compared to R. There are
analogues with greater speed and
security

SQL In addition to paid versions, there
are free ones
The language is used to process
queries and is used in relational
databases. The syntax of the
language will be clear even to a
beginner. Often integrates with
other languages through some
modules

The types of implementations are
too different in terms of
characteristics and functionality

Java Free use
Java is a universal programming
language with strong typing of
variables. It can be effectively
used in machine learning tasks

There is a sufficiently small
number of special libraries for
data mining

MATLAB Language provides a lot of
built-in specialized functionality.
In addition, it provides the user
with convenient visualization

It is paid software
It is poorly suited for solving
general-purpose problems

(continued)
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Table 2. (continued)

Programming language Advantages Disadvantages

C++ C++ is extremely popular and
high-performance language

It is absolutely not effective in
solving data analysis problems

Perl Freeware
Perl is similar to Python, it is a
dynamic typing language.
Libraries and methods exist for
quantitative data analysis

The syntax is difficult for
programmers. No new libraries
for data science are being released

Julia Freeware
Julia is a compiled JIT language
(just-in-time). It provides high
performance. Simple enough to
learn. In addition, it can be used
as a general-purpose
programming language. It is
intuitive, always readable
language

The instability of work associated
with the immaturity of the
language. Quite a few data
science programmers working at
Julia. Few specialized libraries
compared to R
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Abstract. The intent of the study was to identify the dialogue and discourse on
how AI development includes and/or excludes pedagogical educational learning
theories focused on the learner. Through identifying areas of intersection between
AI development and learning theories, educational leaders can interface with
developers and content experts to establish optimal teaching skills and strategies
for the ethical ‘good’ of the learner. The review of the discourse in the literature
revealed surprisingly limited intersections betweenAI and learning theories,with a
tool-centric literature, coupled with efficiency evaluations and developmental nar-
ratives. The following three conceptual questions to engage in dialogue between
AI developers and educational leaders surrounding AI and learning theories were
proposed: (1) Who ultimately controls the curriculum? (2) Are cognitive theories
primarily utilized in constructing AI algorithms? (3) What is encapsulated in AI’s
hidden curriculum and how is bias/discrimination accounted for? The opportunity
for educational leaders and theorists of learning to engage with AI developers and
super-intelligence is necessary for the ‘good’ of what is developed artificially. If
teachers are viewed as only content experts without acknowledgement of the mul-
tiple strategies they use to inspire and encourage students, then AI development
may get teaching very wrong.

Keywords: Artificial intelligence · Learning theories · Educational leadership ·
Discourse analysis

1 Introduction

The intent of the study was to identify the dialogue and discourse on how AI develop-
ment include and/or exclude the intersect of pedagogical educational learning theories
to strategies focused on the learner. By identifying these areas within the literature, these
researchers are taking a long-term futuristic view to outline where educational leaders
of learners can interface with developers and content experts to establish optimal peda-
gogy/andragogy teaching skills and strategies for the ethical ‘good’ of the learner. Our
intention is a dialogue about these issues now, before they become immediate problems.
A primary concern is the AI focus on efficiency. Much of the literature review discussed
the goal of have “efficient” educational tools and educational systems. Chounta notes
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that educational systems should develop to assist learners “in using new technologies
and digital resources in an efficient and effective way in order to achieve their goals”
[1, p. 6] and that AI, along with machine learning, can be used to assist teachers to
“orchestrate learning activities more efficiently” [1, p. 12). Morrison and Miller offer
a slightly different perspective in that they hypothesize that human intelligence and
machine intelligence working together are “likely to be more effective, efficient, and
ethical than systems that rely on machine intelligence alone” [2, p. 441].

2 Background

Great teaching is defined by the ability to inspire learners [3–5] Motivate the learner
and you will grab their attention. Keeping a learner’s attention is more difficult; this is
described as the human teacher elements and their strategies to contextually teach all to
the one student. Educational pedagogics and andragogics need many strategies at their
fingertips to keep others’ attention. In the learning environment, the educational teacher
leader acknowledges their role as learner. Figure 1 describes how adults can be taught
to reach all learners.

Fig. 1. Teaching adult learners requires a combination of different techniques beyond traditional
reading and writing, to auditory, visual, and kinesthetic methods (Figure adapted from [3, 4].)

“This chart has the educational leader understand that by changing the strategies for
the learner, all adult learners are engaged. Hearing something said, saying something,
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doing something, and seeing something acknowledge that adults learn differently” [6].
The goal is to keep the learner’s attention: To optimize engaged learners demands the
use of strategies and techniques that support the varied learning styles of both children
and adults. How does this interface with AI and the creation of siloed learning units for
the learner?

2.1 Discourse Analysis

Themethods used in this study included a selected literature review and qualitative, theo-
retically guided content analysis, following the conceptual framework of transhumanism
[7], as well as educational learning theories [4–6, 8–23]. See Fig. 2.

Fig. 2. A conceptual map of learning theories and themajor theorists that continue to impact adult
learning, professional development, and the use of technology in classrooms. (Figure adapted from
[6].)

Will AI model developers focus on cognition learning theories only? As Fig. 2
depicts, the evolution of learning theories have lead us to where we are today. “Cog-
nitive and social constructivism’s are strong underpinnings to adult learning, as are
humanist and motivation-personality theories” [6, p. 98]. The best adult strategies are
found foremost in the work of Knowles, Cross, Lave and Wenger, and Cronbach and
Snow [6, p. 98]. The evolution of these theories can be found in the cognitivists, social
constructivists, motivation theory, intellect theory and humanism.
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The content topics that guided the literature were broadly related to artificial intel-
ligence and education. The goal of the literature search was to identify dialogue and
discourse about how these topics intersect in terms of ethical concerns and long-termedu-
cational outcomes.By identifying these areas of concernwithin the literature, researchers
outlined where educational leaders can interface with developers and technological
thought leaders. The interactions between these two groups would then be guided by
questions not only about implementation of AI in schools, but also questions about the
ethical creation of these AI-enhanced educational tools and systems. See Fig. 3.

Fig. 3. A conceptual map depicting future considerations and questions about the implementation
and ethical creation of AI-enhanced educational tools and systems. [Author created.]
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3 Preliminary Results

The review revealed a surprisingly limited literature base. While the field is broad,
the literature based is tool-centric, with a preponderance of efficiency evaluations and
developmental narratives. For example, a search of the International Journal of Artificial
Intelligence in Education (IJAIE), published since 2013, for the terms ‘ethics’ or ‘ethical’
returned 20 articles, none of which have the terms in the title nor in the article keywords,
indicating that while ethics may be discussed within the work, it is not the focus. We
note that a similar search of education-related journals produced limited work related
to AI. For example, Educational Researcher, a premier education journal published by
the American Educational Research Association, only returns seven articles using the
search terms ‘artificial intelligence’ or ‘AI’, although one includes ‘AI’ in the title and
two of these include ‘machine learning’ in the keywords. Literature that deals with the
intersection of AI with ethical concerns of education appears both sparse and siloed.
This finding was echoed in some of the work found. For example, Morrison and Miller
note that the association that publishes IJAIE is “insular, enriched but arguably limited
by contributions from a fairly small set of disciplines, including cognitive science (and
psychology generally), computer science, and computational linguistics” [2, p. 442].

Despite the scarcity of resources, theworks that do exist that touch on these issues are
rich and offer deep discourse for analysis. The following three opportunities for dialogue
between the content areas were discovered and are phrased as questions for discussion:
(1)Who ultimately controls the curriculum? (2) Are cognitive theories primarily utilized
in constructing AI algorithms? (3) What is encapsulated in AI’s hidden curriculum and
how is bias/discrimination accounted for? The speed of reproduction inAI if not ethically
constructed on many learning theories may do more harm than good.

3.1 Who Ultimately Controls the Curriculum?

Schools are, for the most part, controlled environments. Student schedules are followed
to theminutewith times for learning, eating, and playmarked by audible bells or buzzers.
Materials, such as textbooks and laboratory equipment, are signed in and out as needed,
their access guarded by adults. Computers and other devices that can reach into external,
out-of-school environments are regulated, with strict filters policing access. Adults in
these cases are controlling the lives of children. Yet, the vision of super-intelligence
in computers [24–26] presupposes a loss of control by the educator; it is the machine
that has the control. What happens when a child deliberately answers all questions on a
content assessment wrong? How does a computer respond? How does that failure follow
the child and continue to impact them?Walker and Ogan term the programmed reaction
to these types of situations as ‘failure management strategies’ pointing out that the level
of engagement between students and the technology drives the need for these types of
modules [27]. Yet, educators encounter these types of situations everyday with students.
Rather than programmed strategies, years of classroom experience and discussions with
other educators is often how teachers develop various strategies to deal with the loss of
control in the classroom.This renders the humancharacteristics situational and emotional
in deciding what is best within a given context, i.e., classroom as a whole, to the ability
to meet student needs. Rather should we consider, as Baker [28] does, the advantages of
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simple technology tools that leverage display and reporting system designs that allow
teachers to make conclusions and decisions about students’ educational pathways?

3.2 Are Cognitive Theories Primarily Utilized in Constructing AI Algorithms?

How technology serves student learning is rarely based within humanistic learning
paradigms that focus on the overall value of education for the good of society. Indi-
vidualized learning is not associated with organic students’ interests, a core of human-
istic education [29, 30], but rather with pacing and exposure through pre-set curriculum
[28]. The linear format of much of current AI-enhanced learning tools pre-suppose a
competency level that must be met on some content knowledge before exposure to later
knowledge. Yet, we know learning is a much more organic process. Sometimes this non-
linear nature of learning is acknowledged in the literature. For example, social network
analysis and Bayesian models are attempts to deal with this messiness [1].

Students, and efficient retrieval practices of content knowledge in academic situa-
tions, such as testing, may be viewed as a product of the reliance on cognitive learning
theories that focuses on efficient processing of information. The drive to create efficient
systems can also be viewed as a product of the neo-liberal paradigm that insists tech-
nology have the goal of producing profit, rather than producing societal good. Within
educational practice and common educational goals, however, efficiency is a secondary
concern. As educators are trained using a variety of learning theories, other goals besides
efficiency are a foremost concern.

3.3 What Is Encapsulated in AI’s Hidden Curriculum and How Is Bias
Accounted for?

AI is dependent on the gathering of new data to inform new models and this dependence
on data will drive how AI becomes implemented in educational systems [31]. The kind
of data collected on students and how this data is used in systems is often hidden from
the end users, students and teachers. Ubiquitous uses of AI-enhanced learning systems,
systems that Morrison and Miller note are “inherently amoral” [2, p. 441], hide content
choices from teachers and parents. Similar to the ‘teacher-proof’ curriculum that was
used in American schools in the last half of the 20th century, when scripted lines were
fed to teachers through textbooks, in the case of AI-enhanced tools, it is the textbook
that is doing the talking. This loss of social interactions between learners and teachers is
a particular red flag for educators who work with children from non-majority groups, as
scripted curriculums are often repetitions of dominant narratives and are not inclusive
of culturally relevant curriculum and pedagogy [32]. While there is some research on
how educational tools have different outcomes in different cultural situations, there is
less research on cultural relevant, AI enhanced tools [31]. A simple, and incredibly
naïve, solution to the problem would be to create modules that are context dependent
or dependent on the inputted demographics of children; these would be particularly
vulnerable to charges of stereotyping, essentialism, and discrimination. Even teachers,
trained in curriculumpresentation anddifferentiation, strugglewith choosing appropriate
and intellectually engaging curriculum for students they see on a regular basis and have
personal relationships with. Teachers are trained with a focus on multi-dimensional
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strategies to reach all learners, and still at times are not able to reach a given student.
How then will AI software be developed to get it correctly?

4 Conclusion

The opportunity to engage with AI developers and super-intelligence is necessary for the
“good” of what is developed artificially. As Bostrom [24] stated, superintelligence may
pose as an existential risk to humans aswe know themnow. If teachers teaching the learn-
ers are only content experts with no thought to the multi-dimensional aspects of learners
and the strategies that ultimately “inspire” and encourage their human “passions”, then
AI development may well get it very wrong.
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Abstract. Empirically defining some constant probabilistic orbits of iterated
high-order functions, the stability of these functions in possible entangled inter-
action dynamics of the environment through its orbit’s connectivity (open sets)
provides the formation of an exponential dynamic fixed point as a metric space
(topological property) between both iterated functions for short time lengths.How-
ever, the presence of a dynamic fixed point can identify a convergence at iterations
for larger time lengths (asymptotic stability inLyapunov sense).Qualitative (QDE)
results show that the average distance between the discontinuous function to the
fixed point of the continuous function (for all possible solutions), might express
fluctuations of on time lengths (instability effect). This feature can reveal the false
empirical asymptotic instability behavior between the given domains due to time
lengths observation and empirical constraints within a well-defined Lyapunov
stability.

Keywords: Coupling functions · Asymptotic instability analysis ·
Discretization · Qualitative theory of differential equations · Bifurcation ·
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1 Introduction

The first main problem addressed in this research is to establish a difference between
empirical experiments and theoretical mathematical simulations regarding asymptotic
stability and bifurcation phenomena [1]. Although asymptotic iterated functions can be
often considered empirically invisible in their nature of proportionality and convergence
[2–4] due to time dependent outcomes and stability scenarios where high level of com-
plexity is present in a given phenomenon and as noted by Newman et al. [4], all the
solutions in convergence to a dynamic and time-varying fixed point can be empirically
visible if time nonlinear lengths of phenomenon can be accelerated by mathematical
tools or physical properties in connectivity with the event [3].

Based on this methodologies views, a given phenomenon and analysis always can
point to the correct observation of an event as far as mathematical frameworks are used
to fit in the event. However, this framework can be unsuited to empirical analyses where
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perturbations over the initial conditions and during phenomenon expression are possible
to occur or asymptotic effects have its occurrence not defining a specific probabilistic
distribution over time [4–6]. Following this path, the opposite aspect of the mathemati-
cal and theoretical framework can be given, when in one empirical analysis, the data is
analyzed and a mathematical model is fitted to it, leading to a conclusion where events
occur as something independent [3] of the empirical dimension of analysis. In this view,
theoretical schemes that don’t show any different aspect other than the initial formu-
lation and mathematical prediction of a given phenomenon can’t be a good model for
nonautonomous equations, where empirical constraints can be the cause of bifurcation
phenomena [1, 4, 7].

Differing theoretical qualitative partial differential equations analysis and empirical
predictions or experiments towards event’s convergence and stability behaviors, the fre-
quency of iterations with which these functions occur partially on time intervals in their
theoretical formulations (as time invariants and autonomous) or empirical observations
(nonautonomous and time-varying), affecting the physical nature of a phenomenon,
are subject to observation and discrimination to the extent that they can be empiri-
cally observed, knowing the metric of spaces that constitute all the stages of a given
event in terms of its iterated functions be a product of complex interactions [2, 3, 7, 8].
Concerning qualitative analysis of partial differential functions, mathematical theoretic
parameters might be defined without the observation of physical and time constraints,
whose properties of events in evolve, only in the light of an empirical experimentation,
could express unpredicted mathematical expectation, and thus differing from empirical
data expressions. However, as the metric space of these iterated functions oscillates in
their expressions considering an empirical viewof phenomena and can increase distances
from each other in terms of possible complex interactions, it is possible, deductively,
to describe the event as presenting a dynamic asymptotic instability between functions
as a constant defined as b in terms of its expression at short time lengths for all finite
solutions directed to a given fixed point as noted by Lundberg (1963) [9]. But consid-
ering the same phenomenon as defined in this research, as a dynamic exponential fixed
point, that evolves as far as instability turns it into new patterns of stability, resembling
Williamson’s concept (1991) [4, 10], the phenomenon in larger time lengths, inductively
[3], might present stability evolution (convergence) in the Lyapunov sense of stability
[11]. In this sense, for identifying at Lyapunov stability an asymptotic stable behavior,
for empirical observations, it is necessary to describe an event considering its escaping
and approximation orbits similarly to a KPZ Brownian aspect of convergence [12] or
the stochastic Lorentz system [13] in order to make visible, mathematically and empiri-
cally, the asymptotic stability formation feature within the apparent unstable dynamics.
However, in this research it will be demonstrated that the apparent asymptotic instability
observed in nature’s function expression in connectivity and time lengths (iterated and
created by high level of variable’s possible metric spaces within disjoint open sets) is in
true a false asymptotic instability effect. This feature occurs as far as the time interval
of phenomenon observations confers to a given fixed point, oriented as an exponen-
tial function of f (x) and its complex not i.i.d. string of variable’s interactions g(x), a
quantized empirical result that will express oscillatory overall proportionality (not the
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asymptotic equipartition property) and the overall convergence for all dynamical fixed
point observed at larger time lengths within a nonlinear time series.

The camouflage effect of instability resides in the sense that the asymptotic instability
definition in termsof empirical observationdoes notmatchwith true functions correlation
if compared with the theoretical view of mathematical simulations, being the effect of
time lengths a tool in which empirical results can present massive quantified results of
a function that can be asymptotically stable as the whole system observations or in an
exceptional case, even be not asymptotic at all.

It is defined as a dynamic fixed point in this research the formation by iteration and
interaction between distinct iterated functions, on a metric space in which one of the
function g(x) that are defined partially by a fixed point f (x) assume other distances
between two points of the two considered functions, alternating the position in the com-
plete existent metric space between one function f (x) and the other subsequent iteration
of f (g(x)) as a nonempty space that represents in empirical terms the connectivity of
f (x) and g(x) as an evolution and topological expansion of the system defined as the
constant b, thus generating randomly and dynamical exponential fixed points as the b
constant.

This connective metric space in turn generates a kind of instability between the
fixed point metric position that can be defined in a specific order of possible orbits of
interactions in the system for f (g(x)) (solutions proximity) [14] and at the same time
a region of space in which the iteration reaches their maximum degree of expression
presenting higher distance between two points of overall iterated functions (escaping
solutions) [15–18].

Thus, Banach’s fixed-point theoremobjectively illustrates this instability distribution
of iterated functions over a single fixed point in a complete metric space, considering
for it the dynamic fixed point concept and reflecting this definition as one of the iterated
functions partial attraction to a fixed point for each interaction or for some time lengths of
event, thus creating a connectivitymetric space [12, 13], however generating expansively
many distinct fixed points.

This research practical implications are that, empirically, many results presented by
scientific community show that a given studied systempresent asymptotic instability, due
to the limitation of time acceleration of events. This aspect can, empirically predicts, how
physical phenomena will behave in very complex scenario for many fields of science and
also for policymaking regardingdescriptive statisticsmethodological limitations [19, 20]
in the big cities administration. Themain result of this research dealt with a simple exam-
ple using a nonlinear time series data, where an approaches for nonautonomous tech-
niques were done, giving a general overview of time-varying solutions convergence at
nonautonomous partial differential equations.

2 Methodology

2.1 Connectivity and Iterated Functions

Theorem 1. Consider within a nonautonomous system of partial differential equations,
empirically designed, of one iterated and continuous function f defined as amirror (fixed
point) of the discontinuous iterated function g and having as its derivative g constantly



676 C. R. Telles

iterated in connectivity to f as a constantb.A completemetric space as δ = (xn+1)f (g(x))
as the constant a, present all solutions in convergence as ε = y = b, but presenting
high oscillations as time expands the event, hence expressing asymptotic instable behav-
ior caused by a derivative and the connectivity topological property. These two iterated
functions f (x) and g(x) in terms of their physical nature have defined, but high complex
probabilistic behavior, and only in the time acceleration of the phenomenon it is possible
to observe that the distributive instability asymptote behavior is rather an effect of unob-
served overall g(x) convergence towards f (x) or in otherwords as a dynamical fixed point
as the constant b with overall possible convergence of the constant a.

In this sense, consider for the function f (x) the sum of all possible metric spaces
produced by the complex interactions of variables present at g(x), and thus defining itself
as the fixed point of convergence, as Picard–Lindelöf theorem, like ϕ0(t) = f (g(x))0,
hence defining the a constant of convergence for g(x). As far as f (x) define itself as
a product of f (g(x))x+1, as ϕx+1(t) = f (g(x))0 + ∫ x+1

0 g(x)(s, ϕx(s))ds, being s a
local uniqueness for the iterative behavior, a fixed point is created for each string of
iterated events and it has as its derivatives the partial differential equations of g(x), where
this later function assumes a dynamical time-varying probabilistic variance that can be
observed in terms of exponential empirical behavior caused by complex interactions
among g(x) multivariable functions (not embedding). The a constant of convergence,
by g(x) expansion, leads f (g(x))x+1 to assume an empty space within the disjoint sets,
thus generating a connectivity metric space and topological property defined as the b
constant, or in other words f (x)x like time-varying dynamical fixed points. In this sense,
fixedpoints canbedefined for all f (x) constantly, defined as aBanachfixedpoints, and for
g(x) all solutions goes near f (g(x))x+1 dynamical fixed points, but can remains partially
tangent to f (x)x formed fixed points for all time, constantly as b undefined asymptotic
behavior (theoretically speaking).Note that the notation f (x)x is equal f (g(x))x+1, except
for the iterative aspect. However, in this research the notation f (x)x, will be replaced by
f (g(x)) for the next explanations.

Note that this trivial expression of a, in the light of an empirical explanation, is
the desirable solution of the event, being this expression, the most observed solution
of a given phenomenon, however, not observed as an b constant due to physical and
experimental constraints that will lead the observation of the nonautonomous partial
differential equations properties.

The time of occurrence x(tn+1) ≥ 0 for each iterated event representing each function
in connectivity (b) is constant at an expression frequency of time as tn+1 + tn+1 and
probabilistic distribution as a solution ϕ = Pn, with trajectories X (tn) as input data,
the solutions ϕ(tn) assumes asymptotic stability of X (tn) − ϕ(tn) < δ for each single
iterated event, thus reflecting the formation of a constant already identified as a. The
interaction of these functions in a given region of the metric space xn+1 = f (g(x))
generates, assuming that the quantitative properties of the event remain with partial and
asymmetric numerical transformations to their original form (∂), for each interaction
such as,

∂xn+1

∂g
(f , g) = or ≤ 1 ∴ xn+1(f , g) = f (g(x)) (1)
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a solution to a fixed point at y axis that defines itself as a constant and random variable
∂xn+1 = b{S1, . . . , Sn} (dynamic fixed point) for the function f (g(x)) for each one of
the iterations. The distance between two points in each iterated function at y as f (g(Sn))
occurs in a general and the maximum empirical expansion as,

d(f (x), g(x)) = d((g(x) = fx + gx) ≤ f (x) or ≤
n∑

Sn+1

Sn (2)

for short time intervals (embedding properties). Thus confirming the Lyapunov sense
of asymptotic stability [11] defined as expressing a high convergence rate to the defined
fixed point. Visualizing that scenario as time passes, the function’s behavior does not
change under small input perturbations the asymptotic stability of phenomena at each
of the iterations, where xn+1 can be represented by a connectivity n which the global
distance between two points of function f (x) and g(x) domains assume distances equal
to,

d(f (g(Sn)), g(x), f (x)) ≤ d

⎛

⎝
n∑

Sn+1

Sn, f (g(Sn))

⎞

⎠, (3)

being the global distancepresentinghighvector instability and therefore as the overall
distance of the constant a start to increase, the dynamical fixed point for f (g(x)) start
its formation, thus generating the already defined constant b. The overall convergence
of the function g(x) when attracted to a fixed point of f (x) can be defined, roughly,
as limn→∞ f (x) = ∑n

Sn+1 Sn − g(x) = 0 such that x(Sn + 1) < δ, for each iteration
Sn + 1, when considering only one fixed point condition and Sn + 1 is a metric space in
which g(x) is not defined at the fixed point mutually with another iteration as indicated
in number notation (4).

f : f (g(Sn)) → Sn+1

g : g(f (Sn)) → Sn−1.
(4)

In the opposite direction of the f (g(x)) pattern formation, the same function as
now the constant a, the dynamic fixed point, can be defined where compared to
the previous given equation, would necessarily assume the monotone definition as
limn→∞ f (x) = ∑n

Sn+1 Sn − g(x) > 0, hence defining itself mutually among large time
intervals as x(Sn + 1) < δ, being δ redefined constantly as far as f (g(x)) assumes new
states of oscillation and convergence, not assuming a behavior as described in (4).

And also g(x) by its turn has its metric space among complex variables interactions
defined by nonlinear dynamics of event, not being possible to measure how the system
input and output evolves for larger time lengths as a nonautonomous functions. Despite
of a constant iterated convergence (a), g(x) assumesR solutions that empirically expand
into nonlinear time series, thus not presenting any visible pattern of oscillation at larger
time intervals. This feature resembles the nonlinear time series as pointed by Kantz and
Schreiber [21] of the partial differential equation’s system.

This complex and random property of variable’s interaction of g(x) means that to
the extent that f (x) is dynamically defined by fixed points for each iteration, there is
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the formation of fixed positions in time as f (g(x))x+1, with which the nonlinearity of a
distance between two points of both sets for each iteration assumes a Lyapunov sense
of asymptotic instability [11, 22] with a bounded and embedded mapping condition
where for all vectors, the solutions will always be less than or equal to the sum of all
dynamic fixed points

(
v ≤ ∑n

Sn+1 Sn
)
, therefore presenting pattern formation for shorten

time lengths. When observing the connectivity b of the iterated event, this characteristic
reveals that the maximum dynamical fixed points are formed as an exponential function
of b raised by a exponent of the iterated functions f (x) at y axis and g(x) vectors
functional expression at x axis, generating a defined phase space, locally stable for every
y point and unstable considering all y nonlinear time series.

According to the fixed point position of the phenomenon generated by the string
sequences (orbits) of interaction between complex variables of g(x) and the average
distances generated between the fixed points convergence for each iteration, this behav-
ior of the event also allows us to observe, as will be described in the results section,
that the distance for all solutions in all iterated events of the nonlinear time series in
the dynamics of maximum and minimum metric spaces, assume an asymptotic insta-
bility that accompanies certain empirical expressions that is the not observable stability
convergence effect [22], in which strings of iterated functions in connectivity have with
the previous and posterior string events. This feature may not be visible (discretized)
in terms of overall convergence or non-convergence due to an asymptotic camouflage
effect.

This phenomenon can best be described as an orderly sequence of iterations through
time as xn+1 + tn+1 = 1 with parameters determined in a as Sn + 1, Pn and d in the
relationship that is defined only from b = S1, . . . , Sn, generating a composition like
(f ◦ g)(Sn) as f (Sn + 1) = {b(Sn)|Sn ∈ Sn + 1 }.

A linear prediction could be obtained if for certain strings of a and b, defined as
Markovians [17], the functions Sn + 1 be infinitely discretized by presenting growth
or decreasing non exponential value caused by a in the available proportion of Sn + 1,
revealing the flow of process iterations as

∫ f (x)
g(x) (f m ◦ gn) = (

Sm+n
n

)
as possibly ordinary

differential equations in its various position for every single fixed point and for the for-
mation of other fixed points. This circumstance in the opposite objective of this research,
can be defined as a linear time series where statistically it is possible to determine the
direction of all vectors in the field [19, 23].

To visualize the interaction of complex variables in iterated functions and the for-
mation of asymptotic instability, the following sets are defined as a stylized example in
Fig. 1.

Lemma 1. It is possible to observe that the fixed points Sn are generated from the Sn+1
interactions g(x) and iterations f (x) event. Thus, event discretization Sn + 1 occurs as
a string sequence (trajectory) created from the availability of Sn of being constant,
dependent of g(x) evolution, but randomly formed from g(x), which these fixed points
in turn assume a function defined as (f ◦ g)(x). Therefore, for both functions f and g,
the iterations of each function remain as an image of interactions occurring at a given
moment from n fixed points S1, . . . , Sn randomly or not, generated as f : (Sn + 1) +
(Sn + 1) → Sn ∴ f × g, where, considering the larger time lengths, the metric space of
connectivity of the constant b between two points of each iterated function is defined as
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Fig. 1. Formation of dynamic fixed points by connectivity (f ◦ g)(x).

d(f (g(Sn)), g(x), f (x)) ≤ or ≥ d
(∑n

Sn+1 Sn, f (g(Sn))
)
, expansively compared to the

definition of (3), the global distance, where it was considered short time lengths for the
iterations as observed analogously by Ignat’ev et al. [6]. If this definition be considered
in the view of a common linear time series, the whole distance would be defined as
(3), even for larger time lengths, due to the existence of only one fixed point as well as
average distance and convergence rate among each iteration.

Proof of Theorem 1 and Lemma 1. The equation that describes the behavior of Fig. 1
for each iterated function f (x) in terms of time can be described as:

b = f (x) = Sn + 1 = (xn+1 + tn+1)Pn (5)

Since all variables of each function have defined values where x ∈ R, then the inter-
action orbits of g(x) have heterogeneous variables (discrete and continuous) interactions,
thus presenting as a limit to f (g(x)) as a maximummetric space of heterogeneity. These
characteristics of f (g(x)) as a dynamical fixed point formed as far as g(x) converges
to f (x) for each iteration and as a solution of g(x) specific pattern random formation
(discrete and continuous variables), the string sequence of iterations can be defined as
found in Lyapunov’s stability, constantly changing for a new g(x) towards f (x), like,

(Sn + 1)n = (xn+1 + tn+1)Pn, as the constant b (6)

for each f (g(x)) originated, where, for each g(x), the solutions at each iteration presents,

g(x)(tn) − ϕ(tn) ≤ δ, (7)

as a nonautonomous PDE (partial differential equations), or in other words, an adaptive
and self-organizing system.

At this point, it is mandatory to note that as briefly described in the introduction
section, the mathematical theoretical observation of phenomena can’t induce by its
nature of analysis, that the Lyapunov stability is rather fully unstable in the view of
empirical results. Also, this feature, in the view of time acceleration of event, it project
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an awkward empirical observation of an unstable convergence of g(x) towards f (x)
(not confirmed at the mathematical point of view) and totally no pattern formation as
observation collect data sets of phenomena. Exemplifying it, this feature can be empiri-
cally viewed when specimen evolution is theoretically observed through the Darwinian
framework of analysis [24].

The empirical observation of asymptotic instability, now better can be defined as the
empirical observation of non-convergence of a given phenomenon, can be filtered in a
nonlinear time series investigation by time acceleration of the event in to occur. This
mathematical or empirical possibility could lead to a new iterated event’s projection
defined as the sum of all dynamical fixed point, that are being observed as unstable in
most of the nonlinear time series data. The time acceleration of event would lead to the
function defined as a constant a where exponentially defines by its turn the constant b
like the expressions,

a = f (x) = ∑n
Sn+1 Sn − g(x) or

∑n
Sn+1 Sn = f (x) + g(x) or g(x) =

−f (x) + ∑n
Sn+1 Sn

b = ∑n
tn+1 Sn = S1 + S2 + S3 + . . . + Sn ≥ 0.

(8)

Where for all g(x) at each Sn, therewill be necessarily a value for g(x) that is not equal
0 hence predicting the system complexity for each iteration as in convergence to f (x)
(asymptotic stability) for each iteration and at the same time the connectivity of iterations
reveals in the light of empirical observation a growing or decreasing effect towards f (x),
but overall asymptote stability towards (xn+1 + tn+1)Pn → ∞ ∴ f (x) ∼ g(x).

For the third Eq. (8) form g(x) = −f (x) + ∑n
Sn+1 Sn, the empirical nonlinear time

series express internal movements of which unpredictable trajectories are observed con-
stantly as far as the system is perturbed by strong initial input of new variables within
the system (system expansion).

Considering the constant b, roughly, as g(x) = −f (x)+∑n
Sn+1 Sn as unpredictable,

but in convergence to the f (g(x)) fluctuations, for the constant b for only one iteration
at a time, the empirical observation of phenomenon for the asymptotic stability effect
can only be observed if considering g(x) as derivative of f (x) where this later function
is assumed to be non-exponential in the sense of Lyapunov convergence, hence without
nonlinearity aspects.

In another sense, for all derivatives g(x) that are produced for f (x) as a result of
strong asymptotic instability and not only for a single observation or short time lengths
observations, the iteration process might be better explained in its oscillations through an
exponential function defined for f (g(x)), where the convergence rate of distant metric
spaces between f (x) and g(x), created in nonlinear time series observation, can be
obtained as the overall growth or decrease of each iteration and nonlinear solutions
produced by g(x) as,

(
f (g(x))1, f (x)1

)
,
(
f (g(x))2, f (x)2

)
, . . . ,

(
f (g(x))n, f (x)n

)
, (9)

in the form of,

−
n∑

Sn+1

f (g(x))x+1e
bSn + a

n∑

Sn+1

ebSn (10)
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as the b constant and exponential form, and,

n∑

Sn+1

f (g(x))x+1Sn+1e
bSn − a

n∑

Sn+1

Sne
bSn (11)

as the constant a with undefined exponential rate for b, due to complex variable’s
nature (discrete and continuous).

Q.E.D. �

3 Results

3.1 Dynamical Fixed Points and Connectivity Metrics

Following this proof, all given possible solutions directly reflect the maximum number
of locally stable and unstable maps [22], being it the trajectories of the constants a
and b generated by the functions f (x) and g(x) on time. However, it should be noted
that in the expression Sn + 1 = f (x) + g(x) or f (x) − g(x), it can be converted into
∫ f (x)
g(x) (f m ◦ gn), where the sum of existing function g(x) can reach as many iterations
as possible in the unbounded event, and many of the iterations can be identical or not.
It is not possible to observe these event’s variations in an empirical sense as far as the
time length considered for analysis is not enough to express asymptotic exponential
stability. Thus, although the asymptotic exponential stability is not visible at short time
lengths, both functions f (x) and g(x) clearly differ in the initial condition of the event
in terms of empirical properties of the iteration and its expressions within a context, for
example, probabilistic distribution (Fig. 2) for linear/ nonlinear events which directly
affects the ability of the observer to discretize the event and classify it accordingly. So
when in f (x) ∼ g(x) in terms of solutions, it is obtained a greater metric space among
iterations and consequently g(x) assumes a greater distance from the fixed point of f (x)

Fig. 2. Probabilistic distributions occurring in the complex variables due to coupling effects,
where P[i] represents the deterministic to stochastic strings of distribution for a given event i to
happen with 100% or less probabilities.
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when considering the initial conditions of the phenomena. And in the opposite hand,
if g(x) ∼ f (x), the uniqueness of the system can be observed in short time lengths,
being this feature observable empirically at the beginning of experimentations, but not
necessarily mean a deterministic conclusion.

These statements are very important for determining empirical phenomenonbehavior
and also many researches can possibly present failures in their findings since no time
acceleration is possible to obtain and disproof asymptotic instability observations as it
can be seen as one example in Fig. 3. Figure 3 represents the consumption of water by
public schools during the period of 2007 until Oct., 2019, month by month [25]. During
these nonlinear time lengths, it is possible to observe the oscillations of a constant that
redefines b during the years. The exponential function (horizontal line) of b constant
presents a gradual water consumption growth that is not observable and not correlated
if considering previous year’s data or short time periods data as an average or most
frequentist data. In this phenomena characterization, the asymptotic instability observed
during the years, thus express a stability feature that follows all dynamic fixed point
solutions at each pattern formation of convergence and stability. The relative convergence
of overall variables towards b constant reflects also the system adaptation to internal
and external variables that influences the system modifying the a constant with deep
instability.

Fig. 3. Expression frequency of interactions and iterations on time between iterated functions
from a dynamic fixed point in connectivity.

If the frequency with which specific fixed point attracts an iterated function is set to
be equals for all Sn for a long period (considering time here as relative to the phenomena
observed), hence exhibiting the same behavior as described in the methodology section
as a Cartesian interaction product (linearity of functions behavior), the false asymptotic
instability effect ceases as the distances between dynamic fixed points for each of the
interactions in connectivity are nomatter larger or short. Some resource usage, depending
on the context and variables that generate the event, have this function performance, not
equal to Fig. 3 properties.
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One of the most difficult aspects of determining a fixed point convergence within
nonlinear dynamics time series, would be if both functions and iteration frequencies
towards instability do not match in either position Sn, Sn+1 and Sn−1 for any kind of
connectivity aspect in f (g(Sn)) (attraction) or g(f (Sn)) (pattern formation).

The main point here is to make the difference between theoretical and empirical
observations. For the first, a mathematical framework can lead to the correct observation
of a given phenomenon as far as defined initial conditions are existent. But consider now
an empirical sense of observation. The frequency that it occurs on time for input and
output within a control system, where for large periods of time the event does not change
as well as its initial conditions leading it to the notion of Lyapunov stability, but as for the
input variables, if the event present high frequency and nonlinear behavior of oscillations,
it can assume an exponential behavior, thus differing from the perfect mathematical
framework with only theoretical analysis. Figure 4 displays all variables involved in
water usage in public schools within a sample of 2143 distributed in a geographic region
of 199,315 km2. Just as an example, this figure illustrates the questions of how to
define factors of iteration, interaction, frequency, time, space and other physical property
aspects of each one of the 35 variables and each possible composition of variables.
Considering that each unit has a specific time-invariant dynamic and there is no formation
of determined patterns for the variables as an initial condition, therefore, thinking in
public administration where big cities will be the challenge to support massive complex
interactions, it is possible to scope the issues of how to define a policy making for all
administrative units based in a pattern formation that is ranged for all samples with
undefined pattern formation or at least if it is possible to make a classification of groups

Fig. 4. Several configurations might appear with distinct strengths at each variable connectivity
and coupling effects. What assumes a given probability distribution to one sample, in another one
can assume complete different type of distribution, hence modifying phenomena functioning and
composition.
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of units that share same pattern behavior; what is the ideal sequence, how to control,
which dynamics assumes, what variance, which variable has the greatest influence on
each other and how often does it occur.

The behavior of variables of Fig. 4 can also be illustrated by Fig. 5, where g(x)
can produce strings of variables defined heterogeneously within different time intervals,
possibly generating nonlinear pattern formation through time lengths or at least, as this
research an asymptotic stability effect towards the whole system as an objective pattern
of complex configuration. Note that this figure was used to illustrate the observation of
the phenomena with graphical aids.

Fig. 5. Oscillatory strings of complex variables and the coupling functions of f
(
xn+1

)
and

g
(
xn+1

)
, represented by a stylized graph. In this ideal representation, for practical observation

purposes, the strings for each g(x) iteration are assuming relatively harmonic and symmetric oscil-
lations through time intervals, hence reflecting this behavior towards f (x) relative stability and
f (g(x)) fixed point convergence. The constant b, for visual reference, can be observed as a con-
tinuous string through oscillations, being composed by complex variables of g(x) and structured
by f (g(x))x+1 dynamical fixed point convergence.

The scenario represented by Fig. 5, in the opposed direction can be viewed in Fig. 6
as representing asymptotic instability, therefore, reflecting the Fig. 3 phenomena and
Fig. 4 variables, as an example of how the strings of variables under time lengths might
assume oscillatory behavior being complicated to generate the same behavior as defined
in Fig. 5.

Note that this same results approximation canbe seen atMonteCarlo calculations, but
differing in terms of finding how the mathematical expectation of the not i.i.d. complex
variables iterations and interactions of g(x)might express as outcomes towards time and
system own coupling functions dynamics [26], and thus not defining any visible weight
to the probabilistic distributions oscillations (visible by a central limit theorem). This
approach is, for example, different from the Tang [27] framework that identifies weights
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Fig. 6. Representation of a strings of variables (as an example) that assume time-varying prob-
ability distributions and several possible synchronization states. In order to adjust the nonlinear
system, it is necessary to understand a possible pattern formation of the variable’s oscillations and
promote modifications at the macroscopic dimension of the system, being it, depending on the
considered system of analysis, composed of organic and inorganic components.

and the correlation of the system with the central limit theorem, thus resembling the
uniqueness concept of stability.

Also, this interactive system and probabilistic distributions share not only physical
components within the coupling relations, but there are biological agents [26, 28] that
causes in many distinct aspects, influences over system functioning. In the view of mod-
ern scientific breakthrough, analyzing nonlinearity in the light of public administrative
policy and infrastructure [29] are demands of investigations that can constitute a path
to establish complex solutions for social systems that present nowadays high level of
non-convergence and artificial oscillatory dynamics.

3.2 False Asymptotic Instability at Iterated Functions

Despite of a false asymptotic instability effectmight exist in an iterated function analysis,
this research points out that since time lengths poses the true camouflage effect of the
observed phenomena, it can be also used as a tool to design new results towards the
quantitative aspect of physical, chemical or biological properties of reality [4, 8].

Considering all the nonlinear time series given in Fig. 3, the average largest and
smallest distances of iterated functions from the dynamic fixed point in f (x) can be
obtained by viewing the maximum distances between f (x) and g(x) by the exponential
function defined as crescent towards b and two phase spaces can be defined within
the available data of Fig. 3 as the smallest distances and frequencies of event whole
iterations and interactions (phase I – Fig. 7), and depending on the empirical observation
over position Sn, which increases to the time length of iterations and interactions of the
event as a non-canonical phase space, the maximum exponential growth distance can be
identified as the b constant (phase II – Fig. 7).
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Fig. 7. Nonlinear time series whole representation of
5∑

Sn+1
f (g(x)) for a theoretical interval, iden-

tifying two defined phase spaces occurring, divided by phases I and II evidencing the distribution of
the iterated phenomena between distinct functions f (x) and g(x) for a dynamics of true asymptotic
stability and false asymptotic instability. Overall the event presents an exponential Lyapunov equi-
librium, continuously iterating with the unobservable pattern formation of the stability property
(Fig. 8).

Analyzing phase spaces in the iterated functions at a dynamic fixed point, the vectors
variations that can be obtained by a fixed point dynamics in terms of time/space/other
physical property observations. Representing in Fig. 8, a sequence of dynamic fixed
points that occur as in Fig. 3 is presented, and it is possible to observe the iterated
functions convergence illustration.

Fig. 8. Illustrating Fig. 2 and 3 information: false asymptotic instability behavior at iterating
functions with Lyapunov a stability and b exponential stability in nonlinear time series.

By observing Fig. 3 properties, empirical object of this research, it is possible to
realize that the dynamics between asymptotic true and false events remains as a defined
phase space at Fig. 9.

It is not unusual asymptotic analysis are related to time aspects, leading to conclusions
that confirm the asymptotic instability behavior rather than time effects over it. Empirical
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Fig. 9. Phase portrait of the example shown in this research showing possibility of Lyapunov
exponential stability formation for some empirical phenomena.

data observations can easily be interpreted as an asymptotic instability expression of the
phenomena while time can be the true cause of phenomena expression of stability [4],
making asymptotic analysis and conclusions rather a false observation of the experiment,
simulation or natural observation.

4 Discussion

Globally speaking, the entire event presents a Lyapunov exponential stability due to the
constant b and average orbits interaction growth towards the nominal value of constant
b, defined by specific dynamical fixed points.

In several events involving iterations, such as physics, biology and chemistry phe-
nomena and related knowledge, iteration events are manifestations of repetition in the
order or disorder of elements that constitute an iteration [30, 31]. Although the cause
of iterations as well as their behavior are key topics as the coupling functions [32] in
the search for iterated events. An important aspect raised in this research reflects on
the discretization of iterated events in terms of knowing how they behave and how to
reproduce the same event under new experimental conditions. Empirically, many events
are difficult to predict [4], which also affects the possibility of identifying a possible
convergence in the proposed solutions of stability [33] as it can be seen in the empirical
results and methods of Bastin et al. [34], Bingtuan et al. [35], Di Francesco et al. [36]
and Maron et al. [37].

One important aspect not discussed at the methodology and results sections is that
even if the system has influence of new variable’s input, thus modifying system stability
behavior, that was described in this research as a possible false instability effect, the
global behavior through time assumes possibly a new pattern formation, variances that
change time to time, thus characterizing the stability aspect defined in this research for
a linear or nonlinear time series. Similar approaches were also investigated to cover
nonlinear exponential function behavior rate through time, as defined in Chadwick et al.
[38], but not defining time as an empirical constraints and database for the mathematical
analysis of the event. Also, at Zhou [39], auto distance correlation function was defined
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from Szekely et al. (2007), to measure nonlinear time series, however, not defining
coupling functions and its physical topological properties in a broader framework of
analysis.

If there is an initial definition of a maximum event with probabilities, the expected
value of the frequencywith which these probabilities occur will be limited to amaximum
and aminimumof variation of f (g(Sn)), thus defining itself by the functions convergence
to the given fixed point and its orbits proximity, being it an artificial or natural expression.
This same approach, not considering probabilities measure, was performed by Dionisio
et al. [40] for financial market (stock indexes) nonlinear time series, however, even
with empirical constraints considered, and also notes on the time lengths limitations
to the observation of the event, dynamic fixed points are considered as a dependent
rate and expression of variables involved, hence defining the nonlinear phenomenon
as stochastic in its finite analysis and predictable within a long term analysis (time
lengths). However, the model considers the concept of dynamic fixed points without
the evaluation and approaches of how the mechanisms in which coupling functions
might assume in the given event, can be tracked or even manipulated. This might lead
to the assumption that dependent variables are time-varying expressions in which the
possibility of prediction is directly proportional to the use of a surrogate data, empirical
values and autonomous observations, without the induction of dynamic fixed points
existence and stability pattern formation.

These limits define that no matter how much empirically the number of elements
in the process increases or assume an ordered arrangement, the maximum relative fre-
quency of convergence does not exceed its limits since the initial function is already
defined at a fixed point, that is, of the rate of convergence. That aspect of engineering
solutions to complex systems has great importance for contemporary science in many
fields of knowledge. This phenomenon can be very related to weaker and strong law of
large numbers properties where initial conditions of phenomenon can present constant
instability expression due to short time lengths in observation, that reflects as well the
number of observations in a given phenomenon. As pointed at methodology section,
analogously, the weak and strong law of large numbers if considered only theoretically,
it does not express the same empirical aspect of convergence that does necessarily imply
time dependency to prove overall exponential or not exponential stability of a given
phenomenon studied.

For all interactions that may not have an initial solution given and have a high rate
of instability, the empirical aspect can express the tendency of the event to balance
oscillations as it does not reach infinite randomness or present great difficulty to predict.
But in the other hand, events with low rate of convergence, affect the definition of
the oscillation convergence more, because time allows the expression of variations of
possible outcomes or unsolvable solutions that intensify through time. This asymptotic
instability effect can’t be observed theoreticallywith traditionalmathematical definitions
since theoretical procedures can’t be time accelerated with empirical domain constraints
and excluding this alternate dimension of experiment, it leads to a prove by simple
deduction that the phenomena property of false asymptotic instability can’t exist.

In the research done of Thomas et al [41], experimentally, was proved to the con-
trary of the dynamic fixed points concept. However, with new empirical expressions
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of these same events, the asymptotic instability effect might be observable within the
noises encountered among empirical and theoretical definitions with solutions not yet
proposed for this apparent instability detected due to empirical constraints and the type
of experimentations of the study and this should be treated as far as new empirical
experimentations, simulations or frameworks can be understood, within a new form of
analysis.

If we consider, for example, atmospheric events, in a temperature range between
distinct air masses, to be considered as a set A cold mass and a set B hot mass, the
interaction between these events necessarily generates a region of instability C, caused
mostly by iteration properties. This example helps to illustrate that the dynamics of
continuously iterating atmospheric particles, according to themethodological definitions
of this research,will express behavior inwhich regions of the physical space underwhich,
it creates a dynamic fixed point, express symmetric sets A and B, in turn modifying
themselves, generating densities of iterations and interactions over space, formed to the
prior evolution of the event, by a growth or decrease move of all dynamical fixed points
over the time. Dynamical fixed point reveals that regions of space in which particles will
have the highest and lowest time length of interaction and iteration to achieve exponential
stability,will affect the physical expression effect of particles in physicochemical aspects.
The duration of the time length of iterations and interactions in different regions of space
allows both sets A and B (hot and cold air mass) to express higher or lower time influence
on the event with expressions of greater or lesser influence on the linear and nonlinear
dynamics of the physical and chemical phenomena effects of the event.

One last important aspect of this research resembles on the x nominal value consid-
ered for analysis of convergence. In respect to the plural form of the physical world, not
only the time, as used in this research, could resemble connectivity and stability property
of a given phenomenon. It means the physical space as well as other physical properties
or nominal values of nonphysical parameters can be used as a tool to identify the same
research aspect of convergence. One way of empirically observing the expression of
iterated functions in connectivity on time, similar to the descriptions presented in this
research, would be in Fig. 10. In the left image [42, 43] a chemical event of wheat is
represented in which the time length of iterations and interactions has a false asymptotic
instability at the beginning of the event A (higher time length of iterations that gives
a certain physicochemical property), and asymptotic stability after the initial phase of
event B (the loss of physicochemical properties that give rigidity to the material, which
is understood to be an asymptotic stability of the event). And in the image at bottom,
the closed pine cone biological structure in its fractals and shape [44] can be observed
for its asymptotic stability (regular time lengths) at the center of the structure, obtaining
maximum interactions and determined time length of iterations, and in the final portion
of the structure (tapered) it is possible to observe the false asymptotic instability (higher
expression of a given function on time) in which the interactions between the functions
become smaller and, consequently, the frequencies on time with which each iterated
function expresses become larger.

Note that there might be some variations on the fractal and the form of the closed
pine cone as well as rigidity or bendiness of wheat structure due chemical or biological



690 C. R. Telles

Fig. 10. Representation of an event with a possible Lyapunov exponential stability and its stable
and unstable regions of convergence.

factors such as defective proteins, genes or other environmental conditions. But it does
not change the mathematical modeling of describing in this research.

5 Conclusion

One first conclusion of the theoretical research conducted, was to demonstrate that in
nonlinear time series analysis the asymptotic instability observed with empirical data
sets, if time accelerated, this feature reveals itself as an asymptotic stability behavior
oriented by an attractive distribution. One technical conclusion arising from it and the
results section is about when investigating the empirical behavior of complex events,
many conducted experiments can also fail when trying to identify asymptotic stabil-
ity behavior on events, mainly defining this asymptotic stability behavior as unstable,
unpredictable and without any prior pattern formation.

Also, deriving from this, the mathematical observation through theoretical point of
view can fail in identifying the false instability effect duemethodology constraint caused
by the lack of inductive inference. This point leads the methodology proposed in this
article as an observation to most scientific data concerning fixed point stability that is
disconnected of empirical data sets.

A second conclusion states that considering that iterated complex variables can
possibly not present a pattern formation for short time lengths, the average distance
between fixed points is also followed by a low rate of convergence (instability), that in
terms of scientific empirical interpretation can be understood as the phenomenon not
presenting a high level of interactions expected to be in convergence to any given fixed
point, but oriented to the maximum and minimum range of metric spaces defined within
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it (stability). Though, these interactions are existent in the extent of time of empirical
observation be enough greater than the periodic time in which complex variables interact
itself resulting inmany infinite oscillation expression patterns, also leading to the concept
of dynamical fixed point existence. This could lead to the statement that if a phenomenon
presents a very high level of complexity, the outcomes of convergence also present higher
time periods to be able to expand it into a new degree of pattern formation. This time-
varying patterns of convergence and non-convergence at specific time lengths can also
be confirmed theoretically and empirically by many researches performed by Aneta
Stefanovska and PVE McClintock, as well as the axioms of the Shannon’s theory of
communication, the law of great numbers physical properties and monotone functions
as well.

Also another aspect of detecting convergence or non-convergence, distinctmanifolds
of a given phenomenon can present constrained expression over time lengths, leading the
observer to the use of other physical/chemical/biological exponential oriented constant
(nonautonomous differential equations).
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Abstract. Adolescence presents dramatic qualitative changes in the physical,
intellectual, personal and spiritual aspects. Intellectual development is the period
determined by the maximum resolution due to the maturation of conceptual and
metacognitive abilities, which, in turn, are necessary for productive actions in
a specific subject area - intellectual competencies. The level of formation of
constructive intellectual reliability was measured by two similar methodologi-
cal guidelines - “Composing on a free topic” and “Interpretation of the moral
dilemma”. However, the results were not. Study participants: 180 students of sec-
ondary schools in Moscow over the age of 15 years. Attributes: “essay on a free
topic” and “interpretation of a moral dilemma” Thus, it should be noted that the
structure of the numbers of manifestations of intellectual competence associated
with the initiation of energy support, support for intellectual activity, a low degree
of differentiation of the formation of this construct.

Keywords: Intellectual competence ·Methodological tools · Adolescence

1 Introduction

Scientists often encounter a lack of existing teaching methods when conducting empiri-
cal studies of manifestations of intellectual competence. Often new tests, questionnaires,
and other work tools are developed. So we did, defining competency as a systemically
organized mental experience [2, 6, 7], which makes it possible to achieve high practical
results in any particular subject area [3, 4, 12]. Moreover, in our studies, intellectual
competence is singled out as a basic one, which provides the opportunity to develop pro-
fessional, more specific types of competence.We have developed 2methods - “Compos-
ing on a free topic” and “Interpretation”, each of which measures the level of formation
of intellectual competence [10, 11, 13]. However, the question of the specificity of the
influence of each of these methods on the results was not raised and, accordingly, the
answer to it was not received.

In the matter of choosing the age of the study participants, we settled on the older
adolescent in view of its criticality for many areas of human life, including the mental
one.

Thus, the variables in this study were manifestations of intellectual competence.
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1.1 Research Questions

Theoretical hypothesis of the study:

• Indicators of intellectual competence, measured by means of the “Composing on a
Free Topic” methodology, and indicators of intellectual competence, measured by
means of the “Interpretation” methodology, differ slightly.

Research hypotheses:

• There are no significant differences betweenolder adolescents in the level of severity of
the indicator of intellectual competence (in terms of narrative activity),measured using
the methodology “Composing on a free topic” and the methodology “Interpretation”.

1.2 Purpose of the Study

Purpose: To reveal the specifics of the influence of teaching methods on the results of
measuring intellectual competence in schoolchildren of older adolescents.

The objective of the study: to determine the degree of influence of the method-
ological specificity factor on the results of measuring intellectual competence in older
adolescents.

Thus, the subject of the study is the manifestations of intellectual competence,
measured by two different methods. The object of study is school children of older
adolescents.

2 Study Participants

Study participants: 180 schoolchildren (91 girls and 89 boys) aged 15 years.

3 Research Methods

Methodological tools: “Interpretation” [9] and an essay on a free theme [8]. At the
same time, 90 participants in the study performed tasks according to the Composing
methodology - index 1, while 90 older adolescents - according to the Interpretation
technique - index 2.

3.1 Methodology for Assessing Intellectual Competence “Composition” [8]

The work reveals the features of structuring data on a particular subject area, and also
allows you to identify the features of the conversion of this data when generating a new
text. The qualitative characteristics of the essay were considered by us as a manifestation
of the student’s intellectual competence in the context of real educational activity, in
which students are included.

To write an essay, students were provided with two white sheets of A4 format, on
which it was proposed to write an essay on one of the three proposed topics or on any
other randomly chosen topic. The topics proposed were:
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• “The Great Patriotic War” (war as a phenomenon of the historical development of
mankind; war: reasons and results; war through the eyes of a character, for example,
war through the eyes of a soldier of the Soviet army);

• “Russia at the beginning of the 20th century”;
• “Correlation of Divine Providence and the evolutionary theory of C. Darwin”;
• “Worlds in the novel of Leo Tolstoy: peace as a truce, the temporary absence of war
and peace as a description of life and mores of various segments of the population of
Russia in 1812.”

The proposed essay themes were given in an extremely general wording, so as not
to create strict attitudes in students, to give them the opportunity to reveal their personal
preferences. If the students did not like any of the three proposed topics, then they could
independently formulate a topic and write an essay on it. The students were not told
about any standards for the size of the essay; they were only informed that they needed
to write as much text as they deemed necessary to reveal the topic.

Participants in the study chose the theme of World War II because it corresponded to
the theme of the school subject “Domestic History”, which students studied at the time
of the empirical study.

The measure of complexity of the generated text was evaluated according to the
following criteria: 0 points - the absence of a written essay; 1 point - a formally written
essay that describes descriptive judgments and does not express its own point of view;
2 points - an essay with the establishment of causal relationships; 3 points - expressing
one’s own attitude to the problem in the presence of causal relationships; 4 points -
writing two essays on the same topic.

Since the essay as a generated text was considered as a manifestation of intellectual
competence, a more detailed analysis of the texts of the essays was undertaken. The
unit of the analysis was sentences as units of text. In the classification of proposals were
highlighted:

1) propositions of a factual type (description/statement of facts; Fact; for example, “The
Battle of Moscow took place in 1941”; “It will overgrow with grass”);

2) proposals of a systematizing type (allocation of a general category, construction
of a hierarchical sentence; System; for example, “The battle of Stalingrad con-
sisted of 3 stages: 1st stage: defensive; 2nd stage: fighting for the city; 3rd stage:
counteroffensive”);

3) suggestions of an argumentative type (explanation, argumentation of any statement;
Argum; for example, “He has not eaten for several days: in Leningrad, hunger”);

4) sentences of interrogative type (sentences-questions; Question; for example, “Could
I go into battle?”; “Will I be able to find him tomorrow?”);

5) interpretative sentences (withdrawal into an alternative or more general context;
Inter.; for example, “But if we had not defeated Napoleon, the whole world would
have been under French rule, which is also not good”);

6) sentences of an emotionally-evaluative content type (impersonal assessment in a
broad category; Content.; for example, “So let’s remember heroism!”; “It was a
terrible time”);
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7) suggestions of an emotionally-evaluative personality type (statement of a personal
attitude to the described events; Personal; for example, “I believe that this is real
heroism”; “I cry when I watch movies about the war”).

An individual protocol counted the number of sentences of each type.
Indicators: 1) a measure of the complexity of the text of an essay as an indicator of

intellectual competence, in points; 2) the number of offers of different types.

3.2 Methodology “Interpretation of the Moral Dilemma” for Assessing
Intellectual Competence [9]

Interpretation (essay) on the topic of one of the moral dilemmas of A.I. Podolsky and
O.A. Karabanova ([1, p. 57–61]) is a type of text that, along with the characteristics
of its content and features of its argumentation, reflects a motivational and personal
attitude to the situation [5, 14]. Qualitative characteristics of the text were considered as
a manifestation of the intellectual competence of the student.

To write an essay, students were provided with one A4 white sheet on which they
were asked to write as much text as they saw fit to interpret the following moral dilemma
(the moral dilemma was presented orally to the study participants):

“In the summer, Kolya and Petya worked in the garden - picking strawberries. Kolya
wanted to buy sports watches with the money he had earned, which he had been eyeing
for a long time. Kolya is from a low-income family, so parents cannot buy him such a
watch. Petya wants to improve his computer with the money he earned.

Kolya is significantly inferior to Petya in strength and dexterity, and he rests more
often, so Petya collected much more strawberries. In the evening, the foreman came to
pay the guys for the work done. Counted the strawberry crates collected by both guys.
He counted out the amount they earned and asked, turning to Petya: “Well, guys, pay
evenly, or did someone collect more, is he supposed to get more?”

A measure of the complexity of the generated text was evaluated according to the
following criteria: 0 points - the absence of a written essay; 1 point - formally written
essay, which featured descriptive judgments and not expressed point of view; 2 points -
an essay with the establishment of causal relationships; 3 points - expressing one’s own
attitude to the problem and/or applying an analogy from another context in the presence
of causal relationships.

Along with a general assessment of the complexity of the text, G., a more thorough
analysis of the texts was undertaken. The unit of the analysis was sentences as units of
text. The same types of sentences were highlighted as in the analysis of the text of the
essay:

1) offers of a factual type (description/statement of facts; F.; for example, “The boys
worked together”, “Kolya cannot buy a watch because he is from a low-income
family”);

2) proposals of a systematizing type (allocation of a general category, construction of a
hierarchical sentence; S; for example, “There are several options: divide the money
equally, tell the truth, and then divide the money equally or just say it as it is”);
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3) suggestions of an argumentative type (explanation, argumentation of any statement;
A.; for example, “You need to divide the money equally, because they are friends”,
“You cannot indulge Kolya’s laziness, otherwise he will get used to it and will think
that everyone owes him to help”);

4) sentences of interrogative type (sentences, questions; Q.; for example, “But will it
benefit him?”, “Can they be friends and generally communicate with each other after
that?”);

5) suggestions of an interpretative type (withdrawal to an alternative or more general
context; I.; for example, “Friendship is like a fraternity, quite another, abovemoney”,
“We must try to establish good relations with all people, not just friends”);

6) sentences of an emotionally-evaluative content type (impersonal assessment in a
broad category; C.; for example, “Friendship is the greatest value!”, “Friends must
be valued, otherwise you will lose and never return”);

7) suggestions of an emotionally-evaluative personality type (statement of personal
attitude to the described events; P; for example, “I’m sure that you can’t indulge
laziness”, “I would share everything equally, otherwise I won’t be able to sleep
peacefully after that”).

In each individual protocol, the number of sentences of each type was counted.
Indicators: 1) overall score as an indicator of the level of intellectual competence; 2)

the number of offers of different types.

4 Results

Statistical processing consisted of the “Many Traits, Many Methods” method (MTMM)
within the framework of the “R Studio” package, the results of which are presented in
Table 1:

Notes: the validity index for measurements sentences of an emotionally-evaluative
content type is 0.10, suggestions of an emotionally-evaluative personality type with
indexes ‘1’ and ‘2’ – 0,03 and 0,07 respectively and the validity index for suggestions of
an interpretative type ‘2’ is 0,31; the color markers of the table are decrypted as follows:

Validity Indicators

Reliability indicators

Indicators of features of the monomethod ("Composition")

Monomethod traits (“Interpretation of the moral dilemma”)

Indicators of different traits - different methods ("Composition")

Indicators of different traits - different methods ("Interpretation of the moral 

dilemma")

Based on the results presented in Table 1, there are reasons to draw a number of
conclusions regarding the correlation of the results of intellectual competence in older
adolescents by different methods:
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Table 1. The correlation of measurements of intellectual competence in older adolescents with
two different methods - “Composition” (“1”) and “Interpretation of the moral dilemma” (“2”).

G1 G2 F1 F2 S1 S2 Ar1 Ar2 Q1 Q2 I1 I2 P1 P2
G1 1
G2 0,28 1
F1 0,79 0,26 1

F2 0,20
-

0,09 0,08 1

S1 0,42 0,20 0,68
-

0,06 1
S2 0,14 0,11 0,21 0,02 0,08 1
Ar1 0,66 0,14 0,72 0,11 0,48 0,18 1
Ar2 0,13 0,51 0,13 0,07 0,07 0,22 0,09 1

Q1 0,43 0,04 0,16 0,14 0,01
-

0,05 0,18 0,02 1

Q2 0,26 0,19 0,11
-

0,07 0,01
-

0,04 0,29 0,08
-

0,08 1
I1 0,80 0,20 0,89 0,08 0,61 0,14 0,78 0,07 0,31 0,16 1
I2 0,30 0,74 0,23 0,02 0,12 0,19 0,26 0,58 0,06 0,31 0,20 1
P1 0,87 0,28 0,88 0,10 0,59 0,16 0,69 0,15 0,39 0,15 0,88 0,31 1

P2 0,12 0,31 0,04
-

0,19
-

0,03 0,25 0,09 0,19
-

0,12 0,33 0,04 0,34 0,03 1
C1 0,73 0,18 0,39 0,23 0,08 0,11 0,48 0,15 0,46 0,25 0,44 0,30 0,56 0,07

C2 0,09 0,57 0,13
-

0,23 0,12 0,17 0,15 0,36
-

0,13 0,33 0,08 0,55 0,14 0,19

1. indicators of reliability-consistency of measurements of intellectual competence
in older adolescents by different methods are statistically significant, and accord-
ingly, intellectual competence can be measured in high school students by both the
“Composing” method and the “Interpretation of the moral dilemma” method;

2. validity indicators demonstrate the fact that the results of measurements of intellec-
tual competence in older adolescents by different methods are well comparable in
schools only if the total score for the methods and interpretative narratives is taken
into account. Assessments of validity as a suitability for comparing data from other
manifestations of intellectual competence do not reach a level of significance;

3. indicators of traits of monomethods (measurements of intellectual competence in
older adolescents by different methods) are large enough to conclude that themethod
takes precedence over the construct;

4. indicators of different traits - different methods (linguistic school and sports school)
are small, but still in some cases exceeding the validity of indicators of different
traits - different methods, whichmay indicate a lack of differentiation and integration
of a number of indicators of intellectual competence associated with initiation and
energy support, support of intellectual activity.

Accordingly, it was concluded that the methodological impact of measuring private
indicators of intellectual competence in older adolescents is significant. So, it should be
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pointed out that the structure of a number of manifestations of intellectual competence
associated with initiation and energy support, support of intellectual activity is char-
acterized by low differentiation, which can be argued for by the insufficient degree of
formation of the construct.

Thus, depending on the specifics of the methodological apparatus used in the study,
there is reason to talk about the differences between older adolescents in terms of the
severity of manifestations of intellectual competence.

It should be noted that if the “Composition” methodology gives the task in the
broadest possibleway: neither the topic, nor the standards of volume, style of presentation
were indicated, then the “Interpretation of the moral dilemma” methodology implies
more specificity - the moral dilemma is asked, which is asked to be interpreted. As was
proved in our previous studies [10, 11], the structure of narratives varies depending on
the features of the techniques. Probably, in the case of “Composing”, the participants
in the study, found themselves in the conditions of search, research intellectual activity,
have to use not only their verbal, but also some other abilities. So, older adolescents find
themselves on an equal footing, while the greater specificity of the “Interpretation of the
moral dilemma” methodology simplifies the intellectual task.

Thus, in the presented study, the significance of the methodological influence on the
measured level of expression of intellectual competence in older adolescents is argued.

5 Findings

The results obtained allow us to conclude that it is necessary to take into account the
methodological influence on themanifestations of intellectual competence in adolescents
of older adolescence.

Thus, it can be concluded, that the hypothesis that the indicators of intellectual com-
petence, measured by the methodology “Composing on a free topic”, and the indicators
of intellectual competence, measured by the methodology “Interpretation”, are slightly
different.When registering a general indicator of intellectual competence, the differences
due to the use of various methodological tools are small, but when taking into account
the private manifestations of intellectual competence, this is different statistically large.

Acknowledgments. The study was carried out by a grant from the Russian Science Foundation
(project 19-013-00294).
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Abstract. Quite recently, considerable attention has been paid to solar flare pre-
diction because extreme solar eruptions could affect our daily life activities and on
different technologies. Therefore, this paper presents a novel method of the devel-
opment of improved second-generation of theAutomatedSolarActivity Prediction
system (ASAP). The suggested algorithm improves the ASAP system by expand-
ing a period of training vector and generating new machine learning rules to be
more successful. Two neural networks are responsible for determining whether
the sunspots group will release flare as well as determining if the flare is an
M-class or X-class. Several measurement criteria are applied to determine the
extent of system performance also all results are provided in this paper. Further-
more, the quadratic score (QR) is used as a metric criterion to compare between
the prediction of the proposed algorithmwith the SpaceWeather Prediction Center
(SWPC) between 2012 and 2013. The results exhibit that the proposed algorithm
outperforms the old ASAP system. Keywords: Solar flares, Machine Learning,
Neural network, Space, Prediction, weather.

Keywords: Neural networks · Automated Solar Activity Prediction · Sunspot ·
McIntosh classifications

1 Introduction

Nowadays, spaceweather prediction in real-time is an important issue formany countries
because of extreme solar eruptions could influence our daily life activities and affect
various technologies. Wherefore, the U.S. National Space Weather Program (NSWP)
defined space weather as “conditions on the Sun and in the solar wind, magnetosphere,
ionosphere, and thermosphere that can influence the performance and reliability of space-
borne and ground-based technological systems and can endanger human life or health”
[1]. Wherefore, the significance of studying space weather is increasing.

Solar flares and Coronal Mass Ejections (CMEs) are solar events that have a signif-
icant impact on daily life and on different technologies at Earth [2]. As a result, these
solar activities can spew vast quantities of radiation and charged particles into space
this causes extreme ultraviolet and X-ray flux from flares reacted with the ionosphere
making widespread blackout situations for High-Frequency radio communications [3].
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In spite of the fact that the event of these activities cannot be stopped. However, predict-
ing when these solar activities are possible to occur could reduce possible damage to
industries, for example, space agencies, power generation and distribution industry, oil,
satellite operators and gas industry, and thus lead to a lowering in their economic effect.
Solar flare study has confirmed that Solar flares and Coronal Mass Ejections (CMEs)
are generally associated to active regions and sunspots [3–5].

There are predictive science researchers and different research organizations scat-
tered all over the world are involving in solar prediction and analysis. These predictions
usually rely mainly on experts with high knowledge in space weather, which may lead
to a discrepancy in space weather forecasting. To solve these problems, objective com-
puterized analysis of images surface of the sun can supply automated processing and
consistent execution by applying the enormous computational abilities of computers
with high-speed processing to analyse and compare huge amounts of new and historical
data. Thus, there is still a need for design high-performance forecasting system.

There are many challenges facing the scientists of space weather forecasting. We
can face those challenges by building an effective computer system has the ability to
the automated determination, classification, and representation of solar features and the
creation of a perfect correlation between these features and the appearance of solar
activities. In order to propose an effective system for space weather forecasting, we
need to apply real-time, high-quality space weather data and processing techniques to
forecast solar activities (Wang et al. 2003). The launch new satellites for space weather,
for example, the Solar Dynamics Observatory (SDO) has helped to provide accurate data
this helped a solar events observation. Therefore, that requires predictionmethods which
conformity, and to benefit from, additional information in the data. Many predictions
systems for instance, those depend on sunspot detection models, classification, machine
learning algorithms, time-series analysis, and many more that have been suggested [6].

Previous studies indicate that there have been automated systems that can provide
real-time forecasting of significant solar flares that may influence our Earth. The perfor-
mance of the former automated systems that designed still will hope a better prediction
than subjective analysis. For example, The University of Alabama in Huntsville devel-
oped new a technique called (MAG4) system of forecasting an active region’s rate of
production of greater flares in magnetic energy [7]. This system prediction depended on
applying magnetogram data for the Sun. The principal work of this system is using the
McIntosh active-region (AR) classes to prediction Solar Proton Events (SPE), CMEs,
and M and X class flares.

Hong et al. [8] designed a system called Automatic Solar Synoptic Analyzer (ASSA)
themain function of this system is identifying coronal holes, sunspot groups, andfilament
channels that are three properties responsible the space weather. This system is built
depends on an artificial neural network technique with the ASSA coronal hole data
archive of the period from 1997 to 2013. In addition, this system-applied image of SOHO
EIT 195 and SDO AIA 193 used for morphological recognition and thereafter SOHO
MDIMagnetograms and SDOHMIMagnetograms applied for quantitative verification.
This system has the ability to predict three classes of solar flares are C, M, and X-flare.

We updated the Automated Solar Activity Prediction system (ASAP). It is an auto-
mated space weather forecasting system that contents from advanced image processing
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and machine learning techniques with solar physics. The update process included the
following steps: Increase the data used in the neural network training by increasing the
time period. We have used the data from Dec 1918 to June 2017. In addition, a new
training strategy was be used this paper. We will mention all the update details in the
next part of this paper.

The remainder of the paper is organized as follows: Sect. 2 outlines the images
processing method that is responsible for the automated detection and classification of
sunspots. The machine learning models that are trained on solar flares and historical
sunspot data are presented in Sect. 3; Sect. 4 discusses applying, integration, perfor-
mance, and evaluation for Machine Learning system. The concluding and suggestions
for future work are presented in Sect. 5 concludes the paper.

2 Detection and Classification for Sunspot

In 2008 Colak and Qahwaji [9] proposed a computer system that can automatically
detect, group, and classify sunspots depend on the McIntosh classification. SDO/HMI
Continuum and Magnetogram images use in this system as input to reveal sunspot
regions and extract their features including their McIntosh classifications. In this study,
this system working by integrated with a machine learning-based method to supply real-
time forecasting for the probable occurrence of significant flares like type-X or type- M,
as described in the next part in this report.

2.1 SDO HMI Images

The Solar Dynamics Observatory (SDO) supplies 13 various wavelengths of the sun.
Two instruments have been used are the Helioseismic and Magnetic Imager (HMI)
and the Atmospheric Imaging Assembly (AIA) instrument. In this study, we used two
types of images are HMI Continuum and HMIMagnetogram. HMI Continuum provided
images of the solar surface, incorporating a broad range of visible light for Solar Region
Photosphere. On the other hand, HMIMagnetograms showmaps of themagnetic field on
the sun’s surface, with black and white. the black showing magnetic field lines pointing
away from Earth, On the contrary, the white showingmagnetic field lines coming toward
Earth for Solar Region Photosphere [10].

2.2 Sunspot Detection and Classification Algorithms in Colak and Qahwaji
System

In this part of the report, we provide a brief about the worked algorithms of the sys-
tem Colak and Qahwaji. These algorithms include different functions such as sunspot
detection, grouping, and classification. The following steps for these algorithms:

1) Pre-processing of HMI images

• Continuum and magnetogram images used together to determine the solar disk,
radius and centre, make a mask and remove any information for example date
and direction from the image, calculate the Julian date and solar coordinates.
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• Magnetogram images only use in this algorithm. Map the magnetogram image
fromHeliocentric-Cartesian coordinates to CarringtonHeliographic coordinates.
Centre, radius and solar coordinates of the continuum image use a replacement
of centre, radius and solar coordinates of the magnetogram image of re-map to
Heliocentric-Cartesian coordinate.

2) Sunspot grouping

• MDI continuum images using to detect sunspot candidates by applying limited
intensity thresholding.

• MDI magnetogram images used to detect active region candidates by applying
morphological image processing algorithms such as intensity filtering, dilation,
and erosion.

• Use region growing approach to combine active region with sunspot candidates.
More details about this technique are described in [9].

• Apply neural networks to combine regions of opposite polarities so as to
determine the boundaries of sunspot groups.

• Sign the discovered sunspot groups.

3) McIntosh-based Classification

• Applying neural networks and image processing in order to detect local features
from each sunspot in each group.

• Apply image processing in order to detect features from every sunspot group
these features are largest spot, distribution, length, and polarity.

• Used a decision tree approach to determine McIntosh classification by used the
extracted features as input for a decision tree.

3 Apply Machine Learning for Solar Flare Prediction

Many experts in space weather contend has shown that flares exceedingly related to
active regions and sunspots [3–5]. A study of the solar physics literature characterizing
the association between sunspots and flares was introduced in [11]. In this system, all
information used as input to machine learning provided from historical data such as solar
catalogues and converted it in computerized learning rules that allow computers system
to analyse current solar data and supply solar flare forecasts.

3.1 Knowledge Representation of Solar Catalogues

The National Geophysical Data Centre (NGDC) provides sunspots groups catalogue
and solar flares catalogue. These catalogues are publicly available on the (NGDC) web-
site. The NGDC sunspot catalogue contains the following data the date, time, location,
physical properties, and classification of sunspot groups, and the National Oceanic and
Atmospheric Administration (NOAA) number, on the flip side, the NGDC flare cata-
logue contains the following data dates, starting and ending times for flare eruptions,
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location, x-ray classification, and the National Oceanic and Atmospheric Administra-
tion (NOAA) number. The association is done through Atmospheric Administration
(NOAA) number for the flare that is associated with the active region detected. In this
section, a C++ platform created to automatically associate between sunspots and flares.
NGDC has sunspot data from various observatories and sometimes contains different
observations of the same sunspot group for various times of the same day. Flares and
sunspot catalogues examined to associate sunspot groups with the solar flares, which
are consider the main cause of these flares. All the recorded flares and sunspots for the
periods from 1st December 1981 until 30th June 2017, which includes 71475 solar flares
(43147 C-class, 5435 M-class and 417 X-class) and 271883 sunspot groups, are tested
using the association algorithm described in [11].

The association algorithm is based on the following conditions:

• A sunspot and solar flare are associated if it has the same NOAA number. Whereas,
sunspots and flares does not have NOAA numbers are filtered out from the lists.

• A solar flare catalogue should be listed after a sunspot within a predefined time
window. Four-time windows were used: 6, 12, 24, and 48 h.

• If more than one sunspot associated with the same solar flare, only the nearest sunspot
in time to the flare is considered as related, and the all remnant of sunspots are deleted.

Table 1. Illustrate the final association results for a sunspot and solar flare by the association
algorithm.

Time window C M X Associated (A) Not Associated
(NA)

A + NA Ignored

6 17210 2877 252 20339 53540 234,944 36,939

12 21615 3686 316 25617 24162 49779 185165

24 20011 3558 313 23882 8290 32172 224554

48 20234 3583 318 24135 3878 28013 228713

Table 1 represents the final association results between flare and sunspot for the
periods from 1st December 1981 until 30th June 2017.

3.2 The Flare Prediction System

We applied the area of sunspot groups together with theMcIntosh classes as the input for
solar flare forecast algorithm in order to produce forecasts for the M-class and X-class
flares. Our solar flare forecast algorithm is composed of two Neural Network (NN) illus-
trated in Fig. 1. McIntosh classifications and sunspot numbers for everyday applied as
input to the neural network algorithms. Furthermore, we used tools like the Jack-knife
method [12] to evaluate the training and generalization efficacies of the neural network
algorithms. The first NN accepts four inputs. These inputs are the threeMcIntosh classes
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and the sunspot area. On the other hand, this neural network provides one output in the
range of 0.1 to 0.9 in the next 6, 12, 24 and 48 h and a threshold of 0.5 is used to catego-
rize the generated outputs as 0.9 if>0.5 or 0.1 if<0.5, which represents flare or no-flare
respectively. It produces the probability that this sunspot group will produce a solar flare
in the next 6, 12, 24 and48h.Therefore, this firstNN is trained using sunspot regions from
the NGDC sunspot catalogue and solar flare from the NGDCflare catalogue associations
as described in the previous section. The training vector includes four inputs numerical
values and their corresponding single output value (Flare = 0.9 or No Flare = 0.1) as
shown in Table 2. For instance, if there is a sunspot region with aMcIntosh classification
of EFI and an area of 875 in millionths of solar hemisphere that is related with solar flare
then the training vector will be [0.7, 0.9, 0.5, 0.35; 0.9].

Table 2. Illustrate numerical values for the first neural network representing theMcIntosh classes
and sunspot area as the inputs and their corresponding target.

Inputs Output

McIntosh classes Normalized (with 2500) sunspot area Flare= 0.9
No flare = 0.1A = 0.10

H = 0.15
B = 0.20
C = 0.35
D = 0.60
E = 0.75
F = 0.90

X = 0
R = 0.10
S = 0.30
A = 0.50
H = 0.70
K = 0.90

X = 0
O = 0.10
I = 0.50
C = 0.90

The second NN is worked to determine the forecasted flare is going to be M-class
and/or X-class flare. The second NN trained using a training set that includes only the
three McIntosh classes for sunspot groups that related to M-class and X-class flares.
Therefore, the second NN includes three inputs and two outputs. The first and second
outputs represent theM-class andX-class flares, respectively. This neural networkworks
as follows:

• If the sunspot group is related only with an M-class flare, then the first output will be
more than or equal to 0.5 otherwise it will be less than 0.5.

• If the sunspot group is related only with an X-class flare, then the second output will
less than or equal to 0.5 otherwise it will be less than 0.5.

• If the sunspot group is related to M-class and X-class of a solar flare, all the corre-
sponding outputs will be greater than or equal to 0.5 otherwise it will be less than
0.5.

For instance, if there is a McIntosh classification of FKI that is related only with
M-class and X-class solar flares during the same time then the training vector for
this example will be [0.9, 0.9, 0.5; 0.77, 0.56].



708 A. K. Abed and R. Qahwaji

Fig. 1. Solar flare prediction algorithm with training and testing data.

3.3 Optimization of the Neutral Networks

The two neural networks are optimized by comparing the forecast outputs from the
two neural networks against the actual outputs. From the comparison, the following
measures are calculated first: True Positive (TP), False Positive (FP), True Negative
(TN), and False Negative (FN). For this report, the significance of these measures is
described in this section below:

• TP represents the number of cases when a sunspot group is related with an actual flare
and a flare forecast is produced then this prediction is true.

• FP represents the number of cases when a sunspot group is related with an actual flare,
but no flare forecast is produced then this prediction is wrong.

• TN represents the number of cases when a sunspot group is not related with any actual
flare and no flare forecast is produced then this prediction is true.

• FN represents the number of cases when a sunspot group is not related with any actual
flare, but no flare forecast is produced then this prediction is wrong.

We are using the measures above to calculating the prediction performance of the
learning algorithm. These forecasting measures are:

• True Positive Rate (TPR), represents the possibility sunspot group finds that are suc-
cessfully forecasted as flaring.Higher TPR represents a better prediction performance.
This value is calculated by applying Eq. (1).

TPR = TP

TP + FN
(1)

• False Positive Rate (FPR), represents the possibility sunspot group finds that are
unsuccessfully forecasted as flaring. Minimum FPR represents better prediction
performance. This value is calculated by applying Eq. (2).
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FPR = FP

FP + TN
(2)

• True Negative Rate (TNR), represents the possibility of non-flaring sunspots group
finds that are unsuccessfully forecasted as non-flaring. Maximum TNR represents a
better prediction performance. This value is calculated by applying Eq. (3).

TNP = TN

FP + TN
(3)

• False Negative Rate (FNR), represents the possibility of flaring sunspot group finds
that are unsuccessfully forecasted as non-flaring. Minimum FNR represents better
prediction performance. This value is calculated by applying Eq. (4).

FNP = FN

TP + FN
(4)

• False Alarm Rate (FAR), represents the possibility of false flare forecasts. Minimum
FAR represents better prediction performance. This value is calculated using Eq. (5).

FAR = FP

FP + TP
(5)

• Mean Squared Error (MSE), this value represents the average of the squares of the
difference between the predicted flare cases and the actual flare cases for all sunspot
group detections. A minimum MSE value represents better prediction performance.
This value is calculated by applying Eq. (6).

MSE = 1

n

n∑

i=1

(pi − ri)
2 (6)

Where, pi is the value of all output for the inputs given in the training vector, and ri is
the actual output given in the training vector, n is the whole number of symbols in the
training vector.

• Accuracy (ACC), this value represents how close the overall forecast produces are
to the actual values. Maximum ACC rates represent a better prediction performance.
This value is calculated by applying Eq. (7).
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ACC = TR+ TN

(TP + FN )+ (FP + TN )
(7)

• Heidke Skill Score (HSS), this value represents the chance factor of predicting. The
value of HSS is between −1 to 1. Negative values represent the prediction is based
on chance, 0 shows no-skill, and positive values represent perfect forecasting.

HSS = 2× ((TP × TN )− (FP × FN ))

((TP + FN )× (FN + TN )+ ((TP + FP)× (FP + TN ))
(8)

More details on these measures can get from [13]. Several training experiments are
carried out while changing the number of nodes in the hidden layer as follows.

3.4 Optimization Strategies

For each association time window (6, 12, 24, and 48), the training and testing methods
for the first neural network was as follows:

• 10-time training experiments are carried out while changing the number of nodes in
the hidden layer from 1 to 15.

• The average and standard deviation to the forecasting measures were calculated for
different decision thresholds (0.5, 0.45, 0.4, and 0.35) and different time-window (6,
12, 24, and 48) for each experiment (Table 3).

Table 3. Shows the best number of nodes used in the hidden layer for the first neural network to
different decision thresholds (0.5, 0.45, 0.4, and 0.35) and different time-window (6, 12, 24, and
48).

Threshold Time
window

Nodes Run TPR FPR FNR TNR FAR ACC SPC HSS MCC TSS

0.35 6 6 Mean 0.4340 0.0218 0.5660 0.9782 0.4597 0.9481 0.9782 0.4526 0.4565 0.4121

0.45 12 9 Mean 0.6635 0.0506 0.3365 0.9494 0.3124 0.9090 0.9494 0.6207 0.6220 0.6128

0.35 24 3 Mean 0.8669 0.1105 0.1331 0.8895 0.2350 0.8828 0.8895 0.7277 0.7311 0.7564

0. 5 48 2 Mean 0.8705 0.0823 0.1295 0.9177 0.1020 0.8962 0.9177 0.7901 0.7906 0.7882

Four sets of decision rules for the neural network were created by retraining
the full dataset of associations between sunspots and flares: flare_6.dat, flare_12.dat,
flare_24.dat, and flare_48.dat.

For each association timewindow (6, 12, 24, and 48), the training and testingmethods
for the second neural network was handled as follows:
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• The number of hidden nodes for the second neural network was varied from 1 to 20.
• The only one measure that used to measure the second neural network performance
was the MSE.

• From the former table (Table 4), it was found the best neural network structure for
the second neural network are: 20 hidden nodes for 6 h forecast window, 18 hidden
nodes for 12 h forecast window, 19 hidden nodes for 24 h forecast window, and 20
hidden nodes for 48 h forecast window.

• Four sets of decision rules were created: intensity_6.dat, intensity_12.dat, inten-
sity_24.dat, and intensity_48.dat.

Table 4. Shows the best number of nodes applied in the hidden layer for the second neural network
to different time-window (6, 12, 24, and 48).

Time MSE
Number of Hidden Nodes

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

6 M 0.0234 0.0213 0.0213 0.0214 0.0214 0.0214 0.0314 0.0127 0.0079 0.0171 0.0068 0.0336 0.0117 0.0063 0.0039 0.0111 0.0037 0.0039 0.0064 0.0031

X  0.0217 0.0206 0.0206 0.0206 0.0206 0.0206 0.0367 0.0180 0.0259 0.0204 0.0133 0.0332 0.0103 0.0128 0.0096 0.0181 0.0097 0.0067 0.0119 0.0068

12 M 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242 0.0242

X 0.0174 0.0145 0.0168 0.0168 0.0168 0.0168 0.0145 0.0196 0.0159 0.0107 0.0160 0.0171 0.0171 0.0126 0.0064 0.0105 0.0108 0.0038 0.0082 0.0065

24 M 0.0239 0.0218 0.0218 0.0219 0.0218 0.0159 0.0186 0.0158 0.0070 0.0048 0.0223 0.0073 0.0143 0.0128 0.0046 0.0049 0.0050 0.0043 0.0035 0.0051

X 0.0170 0.0159 0.0159 0.0159 0.0159 0.0167 0.0164 0.0173 0.0090 0.0065 0.0310 0.0077 0.0142 0.0154 0.0053 0.0072 0.0056 0.0066 0.0029 0.0090

48 M  0.0240 0.0216 0.0216 0.0216 0.0216 0.0121 0.0121 0.0149 0.0132 0.0275 0.0091 0.0219 0.0073 0.0059 0.0096 0.1734 0.0094 0.0054 0.0054 0.0052

X 0.0178 0.0167 0.0167 0.0167 0.0167 0.0153 0.0092 0.0162 0.0297 0.0269 0.0091 0.0219 0.0082 0.0107 0.0117 0.3186 0.0188 0.0101 0.0118 0.0109

4 Actual Implementation and Evaluation of Updates ASAP’s
System

The main principles work of ASAP’s system is integrating the imaging and machine
learning systems for the hybrid solar flare forecast. This system is shown in Fig. 2. The
inputs of this system are HIM images from SDO. The system starts its real-time working
by deals with SDO/HIM continuum and magnetogram images in the method illustrated
in Sect. 2 to issue automated McIntosh classifications for the detected sunspots group.
After that, the McIntosh classified sunspots and sunspot area are fed to the machine
learning system(first and second neural network) explained in Sect. 3 which is trained
with 37 years of data after applying the association algorithm. Based on the embedded
learning rules the system predicts if a solar flare is going to occur or not without time
windows were used (6, 12, 24, and 48 h). If a significant solar flare is forecasted then the
probability of this solar flare to be M-class or X-class flare is also predicted. The entire
system is implemented in C++.
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Fig. 2. The final updated ASAP system

4.1 Evaluation of the Updated ASAP System

The update ASAP’s system was tested on solar SDO HMI continuum images from
January 1, 2012, to December 31, 2013. Furthermore, the performance of the new
system was evaluated by comparing the produced forecasts with the actual flares as
registered by NOAA SWPC1 in the NGDC X-ray solar flare catalogue and with old
ASAP. There were 67787 HIM continuum images available during this period at a
cadence of 96 images per day. These HIM continuum images and their correspond-
ing 67787 MDI magnetogram images were processed using the updated ASAP System
and four sunspot catalogues was generated which we refer to as ASAPDATABASE_06,
ASAPDATABASE_12, ASAPDATABASE_24, and ASAPDATABASE_48. Parts of the
ASAPDATABASE_06.

With a view to linking the sunspot groups detected by our system together with
x-ray solar flares registered in the NGDC catalogue, we had to update the association
algorithm, suggested in (Qahwaji and Colak, 2007), the main details of this algorithm
as follows:

• A special version of the association algorithm updated to find the associations between
the sunspots reported by newASAP system and the flares reported in the NGDCflares
catalogues. These associations were found based on the availability of flare locations
and the possibility of having a flare event within the used association time window
(6, 12, 24, or 48 h).

• Read all the sunspot groups and their solar flare forecast as written in ASAP-
DATABASE_06, ASAPDATABASE_12, ASAPDATABASE_24, and ASAP-
DATABASE_48 files.

• Read all the actualMandX-class flares aswritten in theNGDCsolar flare catalogue.

• Carry out an search to link all actual solar flare with its corresponding sunspot group,
The location based association is found according to the condition that the distance
between a sunspot group detected by ASAP and a solar flare registered by NGDC
is less than one 10° radius of corrected the sunspot location as calculated by ASAP.
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Furthermore, the difference in time between the detected sunspot group and its asso-
ciated flare must be less than 6, 12, 24, and 48 h, depending on the forecast lead time
window objective.

• X-class flares that are registered without a location in the NGDC catalogue are linked
according to time. In this case, if this flare linking with sunspots groups that are found
from the same image and same time, only the sunspot group that provides theX-Flarity
is evaluated as linked with the reported solar flare.

• The association algorithm updated calculates the values TP, TN, FP, and FN for
every single registered in ASAPDATABASE_06, ASAPDATABASE_12, ASAP-
DATABASE_24, and ASAPDATABASE_48 files according to the following decision
thresholds (Table 5):

Table 5. Thevarious thresholds for testing the results of the proposed solar flare prediction system.

Time window Flarity
PF*(0.9 − 0.1) + 0.1

M flarity
PM*(0.9 − 0.1) + 0.1

X flarity
PX*(0.9 − 0.1) + 0.1

6 0.208 0.431 0.229

12 0.348 0.2291 0.476

24 0.467 0.454 0.53

48 0.695 0.673 0.737

• PF = A/(A + NA) Percentage of the associated cases to the total number of cases.
• PM =M and above flares /all cases associated with flares.
• PX = X flares /all cases associated with flares.

The output of the association algorithm for ASAP system performance is evaluated
by applying different measures as explained below.

4.2 Verification the New ASAP’s System

The new ASAP system produces forecasts in numerical format, between 0.0 and 1.0, as
shown in Table 3. We used different measures for evaluating the forecasts of the new
ASAP system. This different measure divided into two types, the first type requires fore-
cast probabilities. So, the system directly converting them to percentages. For instance,
if the flaring output of the ASAP system is 0.35, it is supposed that the sunspot group
has a 35% flaring probability. On the other hand, the second type of categorical forecasts
(Yes/No). The system used a threshold value of 0.5 (50%) for deciding the final forecasts.
The first neural network includes output values 0.1 (10%) non-flaring and 0.9 (90%) flar-
ing to sunspot groups. The value of the hybrid system output is determined according to
the value of the threshold used if the resulting value is greater than the threshold, there
is a possibility of a flare is predicted to occur. Nevertheless, if the value less than the
threshold, there is not a possibility of a flare. The second neural network includes two
output values. The first output for M-Flare probability and the second output for X-Flare
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probability. The M-Flare probability and X-Flare probability are determined according
to the value of the threshold used if the resulting value is greater than the threshold, there
is a possibility of an M-Flare probability is predicted to occur. However, if the value less
than the threshold, there is not a possibility of an M-Flare probability. The same method
determines the probability of occurrence X-Flare.

With a view to calculate the success of the produced forecasts the association results
are investigated using four criteria are TP, FP, TN, and FN. We referred to these cri-
teria in the previous section. The solar flares in the NGDC catalogues during the ver-
ification period (January 1, 2012, to December 31, 2013) are compared with 309535
sunspot groups that were detected from 67,787MDI image pairs and recorded in ASAP-
DATABASE_06.txt, ASAPDATABASE_12.txt, ASAPDATABASE_24.txt, and ASAP-
DATABASE_48.txt for old and new ASAP system. The forecast outputs are compared
for different timewindows: 6, 12, 24, 48 h. Different prediction verificationmeasures are
applied to evaluate our new output system and old ASAP system for each time window
as shown in Tables 6 and 7. These measures are arranged in tables as follows (Tables 6
and 7): Probability of Detection (POD), False Alarm Rate (FAR), Percent Correct (PC),
Heidke Skill Score (HSS) and Quadratic Score (QR). More details about these measures
in a recent paper by [13].

Table 6. Results of the proposed solar flare prediction system.

Time Type POD FAR PC QR HSS

6 Falrity 0.854406 0.499251 0.919021 0.0810 0.63015

M-flarity 0.738095 0.85514 0.988418 0.0116 0.242014

X-flarity 0.4 0.9 0.999247 0.0008 0.159978

12 Falrity 0.906371 0.27322 0.868493 0.1315 0.805872

M-flarity 0.864865 0.614458 0.980164 0.0198 0.533176

X-flarity 0.5 0.857143 0.998734 0.0013 0.222207

24 Falrity 0.935178 0.076503 0.79621 0.2038 0.928934

M-flarity 0.888889 0.552795 0.966566 0.0334 0.594895

X-flarity 0.6 0.769231 0.997706 0.0023 0.333318

48 Falrity 0.942724 0.0417 0.709635 0.2904 0.950158

M-flarity 0.873239 0.639535 0.946229 0.0538 0.51012

X-flarity 0.777778 0.5625 0.996265 0.0037 0.559984

POD: the main function of this vector measures the probability of actual solar flares
being forecasted true by the ASAP system. The best results for this vector in 48-h time
window because the value of this vector is expected that PODwould rise with time since
there are many significant flares happens in 48-time windows. In new ASAP system
for 24 h’ time difference POD demonstrates slightly improve in the whole solar flares
93.5%, 88.8% of the M-class flares, and 6.0% of the X-class flares are forecast correctly.
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Table 7. Results of the old ASAP system.

Time Type POD FAR PC QR HSS

6 Falrity 0.839884 0.600139 0.937993 2.68E+12 0.535244

M-flarity 0.531915 0.857143 0.990831 2.68E+12 0.224392

X-flarity 0.571429 0.973333 0.997467 2.68E+12 0.050773

12 Falrity 0.898763 0.440868 0.906802 2.68E+12 0.683951

M-flarity 0.625 0.78125 0.985088 2.68E+12 0.323255

X-flarity 0 1 0.998877 2.68E+12 −4.99E−05

24 Falrity 0.932456 0.280298 0.858383 2.68E+12 0.808277

M-flarity 0.822917 0.594872 0.975718 2.68E+12 0.542088

X-flarity 0 1 0.997971 2.68E+12 −5.00E−05

48 Falrity 0.952738 0.188498 0.794965 2.68E+12 0.873182

M-flarity 0.938967 0.514563 0.961771 2.68E+12 0.638486

X-flarity 0.916667 0.947494 0.991637 2.68E+12 9.87E−02

Otherwise in old ASAP, the whole solar flares 93.2%, 82.2% of the M-class flares and
0% of the X-class flares.

FAR represents measures the proportion of the ASAP system predicting a solar flare
that in effect does not happen. The data shows that FAR produced from new ASAP
system improved by a reduced rate of this vector for all time window. False alarm rate
has to be reduced in order to improve the reliability of the system.

PC can be defined as a term measure the true forecasts rate of the ASAP system that
is the ratio of successful flare and no flare forecasts generated by ASAP system. The
data shows that for 24 h’ time window difference, 85.8% of whole the forecasts (flare
or no flare), 96.6% of M-class forecasts and 99.7% of X-class forecast.

In spite of the fact that PC rates for three-timewindow are extremely high, that means
if the ASAP system supplies just one output, which is no- flare, these PC rates would
still be big.

HSS: We have defined this term in the previous part of this report. However, this is a
very useful measure when occurrences of the solar flare events to be forecasted very rare.
Therefore, HSS is a very significant measure for evaluating forecast of ASAP system.
HSS results show that new ASAP forecasts are much more than chance especially for
flaring and M-class and X-class flare forecasts. Furthermore, HSS term can be used to
optimize the ASAP system by selecting different thresholds value (0.5, 0.45, 0.4, 0.35,
and 0.3 were used for our experiences as described earlier).

QR:Thequadratic score (QR) represents themean square error (MSE)of the probabilities
provided by the ASAP system. QR is used to calculate the accuracy in probability
predictions. In the previous part of this report, we showed the importance of calculating
and how to calculate MSE. We compared the results of the new ASAP system with
NOAA Space Weather Prediction Centre (SWPC) for the same years from 2012 to 2013
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and the 24 h and 48 h prediction results as shown in Table 8. In addition, the average
QR (or mean square error) between 2012 and 2013 are also calculated. The results of
the comparison showed that ASAP provides better accuracy in predictions than SWPC
for M-class and X-class flare predictions.

Table 8. The comparison between the proposed solar flare prediction system with SWPC for QR
factor.

Date Class 24 48

2012–2013 (ASAP) M 0.0334 0.0538

X 0.0023 0.0037

2012 (SWPC) M 0.15 0.15

X 0.022 0.017

2013 M 0.043 0.12

X 0.02 0.024

Average M 0.0965 0.135

X 0.021 0.0205

5 Conclusions and Future Research

In this paper, we have updated a fully automated hybrid system called Automated Solar
Activity Prediction (ASAP) which integrates image processing techniques and machine
learning approaches with solar physics. The main aim of this system is predicting auto-
matically whether detected a sunspot group will produce a solar flare and whether this
flare will be a C-class, M-class or X-class flare.

The results obtained in this research (HSS, POD, PC, and QR measures) very good
compared to the old system, especially when forecasting that a significant solar flare
is going to erupt. Particularly, HSS is quite hopeful which displays that new system
forecasts are much better than chance. On the other hand, the FAR measure was not
good. This is a problem that has to be tackled we are planning to find solutions to this
problem in the future. Furthermore, a comparison of QR results of the new system, old
ASAP and SWPC showed that the new system provides a better forecast than the ASAP
system and SWPC.

Future work will focus on finding solutions to the geometric impact on MDI images
near to the limb which considers one of the reasons to changes the classification of
sunspot groups that would lead to the wrong prediction. The lack of graphical details
for the limb is the major problem blocking us from getting accurate classifications.
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